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This report series presents progress on DSN supporting research and technology, 
advanced development and engineering, and implementation, and DSN operations 
which pertain to mission-independent or multiple-mission development as well as 
to support of flight projects. Each issue presents material in some, but not all, of 
the following categories in the order indicated. 

Description of the DSN 

Mission Support 
Interplanetary Flight Projects 
Planetary Flight Projects 
Manned Space Flight Project 
Radio Science Experiments 
Advanced Flight Projects 

Advanced Engineering 
Tracking and Navigational Accuracy Analysis 
Communications Systems Research 
Communications Elements Research 
Supporting Research and Technology 

Development and Implementation 
Space Flight Operations Facility Development 
Ground Communications Facility Development 
Deep Space Instrumentation Facility Development 
DSN Projects and Systems Development 

Operations and Facilities 
DSN Operations 
Space Flight Operations Facility Operations 
Ground Communications Facility Operations 
Deep Space Instrumentation Facility Operations 
Facility Engineering 

In each issue, the part entitled “Description of the DSN” describes the functions 
and facilities of the DSN and may report the current configuration of one of the six 
DSN systems (tracking, telemetry, command, monitoring, simulation, and opera- 
tions control). 

The work described in this report series is either performed or managed by the 
Tracking and Data Acquisition organization of JPL for NASA. 
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N. A. Renzetti 
Mission Support Office 

The objectives, functions, and organization of the Deep Space Network are sum- 
marized. The Deep Space Instrumentation Facility, the Ground Communications 
Facility, and the Space Flight Operations Facility are described. 

The Deep Space Network (DSN), established by the 
NASA Office of Tracking and Data Acquisition under 
the system management and technical direction of JPL, 
is designed for two-way communications with unmanned 
spacecraft traveling approximately 16,000 km (10,000 mi) 
from earth to planetary distances. It supports, or has sup- 
ported, the following NASA deep space exploration proj- 
ects: Ranger, Surueyor, Mariner Venus 1962, Mariner 
Mars 1964, Mariner Venus 67, Mariner Mars 1969, Mariner 
Mars 1971 (JPL); Lunar Orbiter and Viking (Langley Re- 
search Center); Pioneer (Ames Research Center); Helios 
(West Germany); and Apollo (Manned Spacecraft Cen- 
ter), to supplement the Manned Space Flight Network 
(MSFN). 

The DSN is distinct from other NASA networks such 

communications satellites. With no future unmanned 
lunar spacecraft presently planned, the primary objective 
of the DSN is to continue its support of planetary and 
interplanetary flight projects. 

To support flight projects, the DSN simultaneously per- 
forms advanced engineering on components and systems, 
integrates proven eqdipment and methods into the net- 
work,l and provides direct support of each project through 
that project’s Tracking and Data System. This manage- 
ment element and the project’s Mission Operations per- 
sonnel are responsible for the design and operation of 
the data, software, and operations systems required for 
the conduct of flight operations. The organization and 
procedures necessary to carry out these activities are 
described in Ref. 1. 

as the MSFN, which has primary responsibility for track- 

the Space Tracking and Data Acquisition Network 
(STADAN), which tracks earth-orbiting scientific and 

1When a new piece of equipment or new method has been accepted 
for integration into the network, it is classed as Goldstone duplicate 
standard (GsDS), thus standardizing the design and operation of 
identical items throughout the network. 

ing the manned Of the Apozzo and 



By tracking the spacecraft, the DSN is involved in the 

(1) Radio Metric: generate angles, one- and two-way 
doppler, and range. 

(2) Tekmety:  receive, record, and retransmit engi- 
neering and scientific data. 

(3) Command: send coded signals to the spacecraft to 
activate equipment to initiate spacecraft functions. 

following data types: 

The DSN operation is characterized by six DSN sys- 
tems: (1) tracking, (2) telemetry, (3) command, (4) moni- 
toring, (5) simulation, and (6) operations control. 

The DSN can be characterized as being comprised of 
three facilities : the Deep Space Instrumentation Facility 
(DSIF), the Ground Communications Facility (GCF), and 
the Space Flight Operations Facility (SFOF). 

A world-wide set of deep space stations (DSSs) with 
large antennas, low-noise phase-lock receiving systems, 
and high-power transmitters provide radio communica- 
tions with spacecraft. The DSSs and the deep space com- 

DSCC 

Goldstone 

- 
Tidbinbilla 

- 
Madrid 

munications complexes (DSCCs) they comprise are given 
in Table 1. 

Radio contact with a spacecraft usually begins when 
the spacecraft is on the launch vehicle at Cape Kennedy, 
and it is maintained throughout the mission. The early 
part of the trajectory is covered by selected network sta- 
tions of the Air Force Eastern Test Range (AFE 
the MSFN of the Goddard Space Flight Center.2 Nor- 
mally, two-way communications are established between 
the spacecraft and the DSN within 30 min after the space- 
craft has been injected into lunar, planetary, or interplan- 
etary flight. A compatibility test station at Cape Kennedy 
(discussed later) monitors the spacecraft continuously dur- 
ing the launch phase until it passes over the local horizon. 
The deep space phase begins with acquisition by either 
DSS 51, 41, or 42. These and the remaining DSSs given 
in Table 1 provide radio communications to the end of 
the flight. 

To enable continuous radio contact with spacecraft, the 
DSSs are located approximately 120 deg apart in longi- 
tude; thus, a spacecraft in deep space flight is always 

T h e  9-m (30-ft) diam antenna station established by the DSN on 
Ascension Island during 1965 to act in conjunction with the MSFN 
orbital support 9-m (3043) diam antenna station was transferred to 
the MSFN in July 1968. 

uisition stations of the 

-l-r- 1 oca t i o n 

California 

Australia 

Australia 

South Africa 

Spain 

Pioneer 
Echo 
(Venus)’ 
Mars 

Woomerab 

Weemala 
(formerly 
Tidbinbilla)b 

(formerly 
Booroomba) 

Johannesburgb 

Robledob 
Cebrerosb 
Robledo 

BaIIima” 

DSS serial 
designation 

11 
12 
13 
14 

41 

42 

43 

51 

61 
62 
63 

Antenna 

Diameter, m Ifd 

26 (85) 
26 (85) 
26 (85) 
64 (210) 

26 (85) 

26 (85) 

64 (2 10) 

26 (85) 

26 (85) 
26 (85) 
64 (210) 

Type of mounting 

Polar 
Polar 
Az-El 
A+-El 

Polar 

Polar 

As-El 

Polar 

Polar 
Polar 
As-El 

Year of init ial 
operation 

1958 
1962 
1962 
1966 

1960 

1965 

Under 
construction 

1961 

1965 
1 967 

Under 
construction 

‘A research-and-development facility used to demonstrate the feasibility of new equipment and methods to be integrated into the operational network. 
Besides the 26-m (85-ft) diam ai-el-mounted antenna, DSS 13 has a 9-m (30-ft) diam az-el-mounted antenna that i s  used for testing the design of new 
equipment and support of ground-based radio science. 

bNormally staffed and operated by government agencies of the respective countries (except for a temporary staff of the Modrid DSCC), with some assist- 
ance of US. support personnel. 



within the field-of-view of at least one DSS, and for sev- 
eral hours each day may be seen by two DSSs. Further- 
more, since most spacecraft on deep space missions travel 
within 30 deg of the equatorial plane, the DSSs are located 
within latitudes of 45 deg north or south of the equator. 
All DSSs operate at S-band frequencies: 2110-2120 M 
for earth-to-spacecraft transmission and 2290-2300 MHz 
for spacecraft-to-earth transmission. 

To provide sufficient tracking capability to enable use- 
ful data returns from around the planets and from the 
edge of the solar system, a 64-m (210-ft) diam antenna 
network will be required. Two additional 64-m (210-ft) 
diam antenna DSSs are .under construction at Madrid and 
Canberra, which will operate in conjunction with DSS 14 
to provide this capability. These stations are scheduled to 
be operational by the middle of 1973. 

In 1959, a mobile L-band compatibility test station was 
established at Cape Kennedy to verify flight-spacecraft- 
DSN compatibility prior to the launch of the Ranger and 
Mariner Venus 1962 spacecraft. Experience revealed the 
need for a permanent facility at Cape Kennedy for this 
function. An S-band compatibility test station with a 1.2-m 
(4-ft) diam antenna became operational in 1965. In addi- 
tion to supporting the preflight compatibility tests, this 
station monitors the spacecraft continuously during the 
launch phase until it passes over the local horizon. 

Spacecraft telecommunications compatibility in the de- 
sign and prototype development phases was formerly ver- 
ified by tests at the Goldstone DSCC. To provide a more 
economical means for conducting such work and because 
of the increasing use of multiple-mission telemetry and 
command equipment by the DSN, a compatibility test 
area (CTA) was established at JPL in 1968. In all essen- 
tial characteristics, the configuration of this facility is iden- 
tical to that of the 26-m (85-ft) and 64-m (210-ft) diam 
antenna stations. 

The JPL CTA is used during spacecraft system tests to 
establish the compatibility with the DSN of the proof test 

model and development models of spacecraft, and the 
Cape Kennedy compatibility test station is used for final 
flight spacecraft compatibility validation testing prior to 
launch. 

The GCF provides voice, high-speed data, wideband 
data, and teletype communications between the SFOF 
and the DSSs. In providing these capabilities, the GCF 
uses the facilities of the worldwide NASA Communica- 
tions Network (NASCOM)3 for all long distance circuits, 
except those between the SFOF and the Goldstone DSCC. 
Communications between the Goldstone DSCC and the 
SFOF are provided by a microwave link directly leased 
by the DSN from a common carrier. 

Early missions were supported by voice and teletype 
circuits only, but increased data rates necessitated the 
use of high-speed circuits for all DSSs, plus wideband cir- 
cuits for some stations. 

Network and mission control functions are performed 
at the SFOF at JPL. The SFOF receives data from all 
DSSs and processes that information required by the 
flight project to conduct mission operations. The follow- 
ing functions are carried out: (1) real-time processing and 
display of radio metric data; (2) real-time and non-real- 
time processing and display of telemetry data; (3) simula- 
tion of flight operations; (4) near-real-time evaluation of 
DSN performance; (5) operations control, and status and 
operational data display; and (6) general support such as 
internal communications by telephone, intercom, public 
address, closed-circuit TV, documentation, and reproduo 
tion of data packages. Master data records of science data 
received from spacecraft are generated. Technical areas 
are provided for flight project personnel who analyze 
spacecraft performance, trajectories, and generation of 
commands. 

3Managed and directed the Goddard Space Right Center. 

1. The Deep Space Wetwmk, Space Programs Summary 37-50, Vol. 11, pp. 15-17. 
Jet Propulsion Laboratory, Pasadena, Calif., Mar. 31, 1968. 
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R. R. Rakunas and A. Schulze 
DSN Engineering and Operations Office 

This article describes the Deep Space Network (DSN) Multiple-Mission Com- 
mand System and reflects the functions of the Deep Space Instrumentation 
Facility, Ground Communications Facility, and S FOF elements that support it. 

The purpose of the DSN Multiple-Mission Command 
System (MMCS) is to generate and transmit commands 
to one or two spacecraft simultaneously from a central 
location. All commands are originated at the Space 
Flight Operations Facility (SFOF) and can be sent to one 
or more Deep Space Stations (DSS) for storage or trans- 
mission to the spacecraft. The system also contains self 
checks to assure that improper commands are not pro- 
cessed and a verification system to confirm that proper 
data have been received by the DSS. 

The MMCS is made up of three basic components: the 
SFOF, the Ground Communications Facility (GCF) and 
the Deep Space Instrumentation Facility (DSIF). 

In the SFOF all command system data are processed 
by the 360/75 Central Processing System (CPS). Data 

which are sent to the DSS are formatted into data blocks 
and transmitted over high-speed data lines (HSDL) to 
the DSS. Data from the DSS or internal to SFOF are 
reformatted for display in the SFOF. A permanent record 
of command system activity is also generated by the CPS. 

Command system data can originate from two areas 
of the SFOF. The Command System Operations Analysis 
Group Area (CAG) can generate command system control 
data or recall system data for display. Control messages, 
which include Standards and Limits and Configuration 
Messages, are stored at the DSS and are used to control 
the operation of the MMCS. DSN or project supplied 
standards and limits are used to permit automatic moni- 
toring of certain functions of the MMCS by the DSIF. 
Violation of these values results in an Alarm Message 
being returned to the SFOF. Standards include maximum 
time of execution, frequency shift limits, symbol rates, 
exciter frequency, spacecraft number, etc. The command 
instruction configuration table automatically configures 
the DSS equipment for a particular mission. Another 
type of control message is a. Command Recall Request 



Message, which is used to check the status of system 
data such as standards and limits, configuration, or com- 
mands stored at the DSS. The station responds to this 
message with a Recall Response Message, which is dis- 
played at the SFOF. 

The Mission Support Area (MSA) can generate Com- 
mand Messages, Enable or Disable Messages, or recall 
system data for display. During a mission, this area is 
manned by project personnel. At the present time all 
commands are input at the SFOF MSA; however, future 
models of the MMCS will have the capability of receiv- 
ing inputs from remote MSAs. This will enable commands 
to be originated at locations remote to the SFOF, sent 
over HSDLs, and processed at the SFOF for transmission 
to the DSS. 

Command data that must be entered each time a 
command is sent include type of command (priority, 
timed, or free), enable status (immediate, automatic, or 
manual), time of transmission (if timed), and the com- 
mand. Other data included in the Command Message, 
such as DSS number, spacecraft number, day of year, 
message number, etc., are automatically entered in the 
IiSD message by the CPS. 

When the Command Message reaches the DSS, a 
Verify Message is returned to the SFOF where it is 
checked bit-by-bit against the transmitted message. The 
Verify Message is identical to the original message except 
that the source and destination codes are reversed. The 
Verify Message also contains an alarm word (synchron- 
ous alarm) to indicate whether the received HSD com- 
mand block contained an error. If no Verify Message is 
received at the SFOF, the Command Message will auto- 
matically be retransmitted every five seconds up to seven 
more times or until it is verified. If the DSS does not 
accept the message after eight transmissions, this infor- 
mation will be displayed at the SFOF. 

Once the command is accepted and is in the command 
stack, it cannot be removed for transmission to the space- 
craft until it is enabled from the SFOF. This can be done 
in one of three ways. An “immediate enable” command 
has the enable included in the command message block, 
and is immediately enabled upon acceptance by the DSS. 
When an “automatic enable” command is sent and a 
Verify Message is returned, the CPS automatically sends 
the enable in an Enable Message for that command. 
When a “manual enable” command is sent, the operator 
in the MSA must manually send an Enable Message after 
the verification has been received. Once a command has 

been enabled, it will automatically be removed from the 
command stack at the proper time for transmission to 
the spacecraft. 

Any command can be deleted from the stack by send- 
ing a Disable Message from the MSA. When a command 
has been deleted, it cannot be processed further. A timed 
command can be deleted from the stack by sending a 
duplicate Command Message (one with the same message 
number and subnumber) from the MSA. Since the new 
command will replace the original command in the 
stack, this can be used to change the time of a command 
without first sending a Disable Message. 

Certain predefined commands may be categorized as 
critical commands. These commands cannot be trans- 
mitted to the DSS until an interlock key is entered at 
the MSA. 

Data may be entered into the system in one of two 
formats: alpha-numeric or pseudo-octal. A translate table 
in the CPS converts alpha-numeric or pseudo-octal inputs 
to binary form which is used in the HSD blocks. Data 
may be input from an IBM 2260 with keyboard or stored 
command data tables. The data tables are a set of com- 
mands constructed in the CPS from a card file or project 
software (COMGEN for Mariner Mars 1971) and acti- 
vated by a 2260. Once the file has been enabled, the 
CPS extracts commands, constructs HSD blocks and 
sends them to the DSS. When the number of commands 
in the stack reaches a predetermined level, an Alarm 
Message to the CPS will inhibit any more blocks from 
being sent until there is enough room in the stack for 
one more block. This process will continue automatically 
until inhibited manually from the 2260 or the file is 
empty. 

Each area also has output devices to monitor system 
performance. These include IBM 1443 line printers, 
IBM 2260, digital TV, and TTY typewriters. Input and 
output devices are assigned to appropriate areas by the 
Operations Chief (QC). Voice communications networks 
are also available in CAG, MSA, and Operations Control 
Area. 

The GCF provides the communications networks for 
the MMCS. These include HSDLs between SFOF and 
the DSIF for transmission of high-speed data blocks and 
the voice communications between the SFOF and the 
DSIF. 



I 
The DSIF is made up of ten Deep Space Stations 

around the world. The main function of the MMCS at the 
DSS is to automatically receive command data from the 
SFOF, convert these data to a form which can be recog- 
nized by the spacecraft and transmit the data to the 
spacecraft. The DSS also sends Verification Messages to 
the SFOF when HSD are received, sends Alarm Mes- 
sages, and Confirm or Abort Messages. In addition to syn- 
chronous alarms, the DSS also generates non-synchronous 
alarms which are the result of a violation of certain pre- 
defined conditions and are sent to the SFOF in a separate 
Alarm Message. As a backup to the HSDL, the DSS has 
the capability to manually enter command data by means 
of typewriter based on verbal information from the 
SFOF over the Operational Voice Communications Sub- 
system. However, this procedure is only used as a last 
resort in the event of an SFOF or GCF failure, and only 
when the command transmission to the spacecraft is 
critical. 

The DSS MMCS hardware consists of the Telemetry 
and Command Data Handling Subsystem (TCD) which 
is made up of the Telemetry and Command Processor 
(TCP) and the Command Modulator Assembly (CMA). 
The TCP accepts and stores control data, accepts and 
stores command data up to 24 hours or until enabled or 
disabled, sends Verification, Alarm and Confirmation 
Messages to the SFQF, configures the CMA, sends Com- 
mand Messages to the CMA, and generates permanent 
records of command system activity. 

The command stack, which is a section of the TCP, is 
divided into three sections containing priority (P-type), 
timed (T-type), or free (F-type) commands. When en- 
abled, P-type commands are transmitted immediately and 
in order of their reception at the TCP. Enabled T-type 
commands are transmitted within one-tenth second 
(starting with Pioneer F )  of their specified time of exe- 
cution. If another command is in the process of trans- 
mission when a T-command transmission time is reached, 
the T-command is automatically aborted and deleted 
from the stack. Any other command which is aborted is 
stored in the TCP until it is re-enabled or disabled by 
the SFQF. When a series of timed commands are sent, 
the time of execution cannot be less than the time re- 

quired to transmit the previous command. Enabled 
F-type commands are transmitted on a non-interference 
basis with the other commands. 

There are 126 positions set aside in the TCP for the 
command stack. Each position can store 24 bits, or one 
HSD word. For Mariner Mars 1971, this means that the 
stack will hold a maximum of 42 P-commands (3 TCP 
positions are required for each P-command), or 24 T- 
commands plus 2 P-commands (5 TCP positions are re- 
quired for each T-command). The TCP generates a 
“stack warning” alarm when more than 84 command 
stack positions are filled and a “stack full” alarm when 
all 126 command stack positions are filled. 

The SFOF will normally send HSD Command Mes- 
sages to the stations from a command file; however, this 
process is interrupted when the “stack warning” alarm is 
received at the SFQF. After this, the commands can only 
be input from the 2260 in the MSA. When a “stack 
warning” dealarm is generated (84 stack positions or less 
are filled), the SFOF will resume the automatic file 
procedure. When the SFOF receives the “stack full” 
alarm from a station, no more commands can be accepted 
into the stack. 

If a command is executed without encountering an 
abort condition, the station sends a Confirm Message to 
the SFOF indicating the identity of the command, the 
time of transmission, and the actual transmitted bits. If 
an abort condition interrupts a command transmission, 
the station sends an Abort Message to the SFOF indicat- 
ing the identity of the command, the time of transmis- 
sion, the bit at which the abort ocurred, the actual bits 
that were transmitted, and the reason for the abort. 

The SFOF to station HSD command traffic is stored 
by the SFOF in the system data record (SDR). From this 
record, the SFOF generates the master data record 
(MDR) which is delivered to the project. The station 
stores the station to SFQF HSD command traffic 
original data record (ODR) for playback to the SF 
fill in missing command data records at the SFOF. The 
station also makes an analog recording of the actual bit 
stream of each command at the output of the CMA. 

6 



A. J. Siegrneth 
Mission Support Office 

This article continues the description of the Pioneer F and G missions. The 
tracking and data acquisition support requirements are correlated with the mis- 
sion characteristics. A description of the spacecraft’s telecommunications and 
antenna subsystems is given. The CONSCAN subsystem, which has an automatic 
Earth-homing capability, is also delineated. The typical characteristics of the 
S-band telecommunications link during Jupiter encounter are depicted. 

The first part of this report was published in 
TR 32-1526, Volume 11. It contained a description of 
the Pioneer F and G mission profile, the spacecraft sys- 
tem, electrical power supply, thermal control, and the 
structure and attitude control subsystems. Special em- 
phasis was given on the characteristics of these missions 
which interface with the tracking and data acquisition 
functions. 

This article describes both the telecommunications sub- 
system and the antenna system of the Pioneer F and G 
spacecraft. In addition, a description of the CQNSCAN 
subsystem is given. This automatic spacecraft capability 
will precess the spacecraft’s spin axis toward the Earth 
to line up the spacecraft’s high-gain antenna axis to as- 
sure optimum telecommunications link performance. 

The telecommunications subsystem performs a two-way 
function. The receiver portion of this subsystem main- 
tains the telecommunications uplink with the transmitter 
of an Earth-based Deep Space Station; the transmitter 
portion sends spacecraft-originated signals in the form of 
a downlink toward the receiver of a Deep Space Station. 
Both the spacecraft receiver and transmitter can operate 
in a cascaded, coherent mode, thus making the extraction 
of the two-way doppler frequency shift possible at a 
Deep Space Station. This doppler frequency shift is pro- 
portional with the radial velocity between the spacecraft 
and the Earth-based tracking station. The time varying 
doppler frequency information is used to determine the 
spacecraft’s trajectory and its space position versus time. 
The same doppler information is also used to generate 



a priori type frequency and antenna angle predictions 
necessary to make future spacecraft signal acquisition 
possible. The Automatic Gain Control (AGC) voltage 
output of the spacecraft receiver is used for spacecraft 
spin axis and high-gain antenna axis orientation deter- 
mination and control. The rotational motion of the spin 
stabilized spacecraft is used to generate a conical scan 
AGC signal. In this mode the spacecraft antenna main 
lobe is offset from the antenna axis to generate a conical 
scan. Both Pioneer F and G spacecraft will use the stan- 
dard DSN S-band carrier frequencies and will operate 
on channels 6 and 7 of the DSN frequency bands. The 
S-band Earth/spacecraft uplink will operate on the 
PCM/PSK/PM modulation format; the spacecraft/Earth 
downlink will use a single subcarrier PCM/PSK/PM 
modulation scheme. 

Figure 1 shows a block diagram of the telecommuni- 
cations subsystem. Redundant spacecraft receivers, trans- 
mitter drivers, and traveling-wave-tube amplifiers are 
used. In addition, redundant power supplies are also 
employed to ensure the highest reliability of this vital 
subsystem. Either spacecraft receiver or power amplifier 
can be connected through coaxial switches and diplexers 
to the spacecraft’s two antenna subsystems. One of the 
spacecraft receivers is always connected to each of the 
two spacecraft antenna systems. Either receiver is auto- 
matically capable of providing a phase-coherent signal to 
one of the transmitter drivers whenever a spacecraft re- 
ceiver is locked to an uplink signal. This coherent mode 
can be inhibited by command. The transmitter frequency 
is controlled by an auxiliary oscillator whenever the 
spacecraft receiver is not locked to a DSN uplink signal. 
The redundant traveling-wave-tube amplifiers deliver 
8 watts total power to the antennas. During the early 
part of the mission and during maneuvers, a medium- 
gain/omni antenna combination is used. The omni an- 
tenna is located aft of the spacecraft and is connected 
via a coupler to a medium-gain antenna mounted on the 
antenna feed tripod of the high-gain antenna. A 2.75- 
meter-diameter solid parabolic antenna dish which fits 
into the shroud of the launch vehicle is the reflector of 
the high-gain antenna. This dish is illuminated with a 
circular polarized antenna feed. The high-gain antenna 
produces a maximum gain of approximately 33 dB and 
the half-power beamwidth is about 3.5 degrees. The 
forward-facing medium-gain cone antenna provides a 
maximum effective gain of about 12 dB and a beamwidth 
of 32 degrees at the half-power point. The rearward- 
facing omni antenna is a logarithmic conical spiral 
having an effective gain greater than -5 dB over the 
aft hemisphere of the spacecraft. Since the medium-gain 

and omni antennas are fed from the same power source 
using a coupler, an interference zone exists between the 
forward and aft patterns. 

The spacecraft/antenna configuration is displayed in 
Fig. 2. The medium-gain antenna located on the top of 
the high-gain antenna tripod is mechanically offset from 
the spin axis by approximately 9 deg. This offset is nec- 
essary to generate in the spacecraft receiver an AGC 
voltage variation which has a somewhat distorted sinus- 
oidal pattern if the spacecraft axis i s  not in line with the 
direction of an Earth-based Deep Space Station. The 
conical scan offset of the medium-gain horn antenna is 
mechanically fixed and cannot be changed during the 
flight. In contrast, the feed mechanism of the high-gain 
spacecraft antenna can be moved mechanically by means 
of an electro-thermal actuator. This device can place 
the antenna feed in two extreme positions. In the SO- 

called offset position, the feed is moved out from the 
center of the antenna, and, therefore, the main lobe of 
the high-gain subsystem has an angular offset against the 
antenna axis and spacecraft spin axis. It should be noted 
that because of certain thermal equilibrium constraints 
of the antenna feed, the high-gain antenna of the space- 
craft will operate during the first 90 days of the flight in 
the conical scan type offset position and the antenna 
feed actuator can only be commanded in to the center 
position after this time. Therefore, the spacecraft high- 
gain antenna signal (both ways) will be exposed for the 
first 90 days to a variation of the signal amplitude dur- 
ing each spacecraft revolution and at each 12-second 
period when the spacecraft spin axis is not lined up 
completely in the direction of the Earth. 

There is an approximate 20-cm (&inch) offset between 
the electrical axis of the high-gain antenna and the spin 
axis of the spacecraft. During launch operations the two 
RTGs, including their supporting rods, are moved toward 
the center of the spacecraft below the high-gain antenna, 
and the magnetometer boom is also folded up and located 
at the opposite of the two RTGs. In this configuration 
the spacecraft is fully balanced toward the Z-axis and 
will rotate during the first stage burning for stabilization 
purposes at about 60 rev/min. After spacecraft separa- 
tion, an automatic on-board sequencer releases the mag- 
netometer boom, and the supports of the RTGs, which 
move out from the spacecraft by means of centrifugal 
force, are applied upon them. After the RTGs are de- 
ployed, the spacecraft spin axis line moves away from 
the original center point of the high-gain antenna system 
toward the minus X-axis. The spin axis will remain ap- 
proximately 20 cm (8 inches) from the high-gain antenna 



axis during the flight. This distance can vary slightly 
depending upon the fuel level in the hydrazine tank. 

The polar radiation patterns of the medium-gain/omni 
and high-gain antenna are shown in Fig. 3. This radia- 
tion pattern indicates that there is a fringe zone between 
the omni and medium-gain antenna patterns because 
both antennas are fed from the same transmitter. Since 
the fringe patterns have a tilt toward the spin axis, it is 
expected that, during so-called spacecraft turn-around 
maneuvers, DSN will have difficulty in maintaining a 
useful telecommunications link between the spacecraft 
and the Deep Space Stations. The high-gain antenna 
pattern also shows the first order side lobes which are 
approximately 9 degrees from the main lobe. 

The CONSCAN subsystem logic is a signal processor 
which conditions the amplitude-modulated AGC signal 
produced in the spacecraft receiver by the scanning mo- 
tion of the offset antenna pattern, and extracts a phase 
reference for generation of a thruster firing signal. Fig- 
ure 4 shows that the antenna lobe gain varies during the 
spin between positions A and B. During one 12-second 
spin period, the amplitude-modulated AGC signal de- 
scribes one cycle of a sinewave. The positive going zero 
crossing of the sinewave is determined by a phase esti- 
mator which automatically fires two precession thrusters. 
A signal-to-noise ratio threshold detector, which is part 
of the CONSCAN processor, terminates the automatic 
thruster firing. This occurs when the amplitude modula- 
tion index of the CONSCAN signal has dropped to a 
point where the phase estimator cannot determine the 
positive going zero crossing to an acceptable accuracy. 
The spacecraft precession thrusters fire once per three 
revolutions. The integration time within the phase esti- 
mator is two revolutions. The automatic CONSCAN pre- 
cession is generally initiated by a command sent from 
the Pioneer F Mission Support Area by the Pioneer 
Missions Operations Team. 

Looking from the spacecraft, Earth will appear on the 
star sphere as a bright star. The spacecraft spin axis 
trajectory will describe a random walk-type spiral when 
the following conditions are exemplified (Fig. 5): The 
high-gain antenna together with the spacecraft spin axis 
points away from the Earth by 2.2 degrees, and the 
phase estimation has a constant 30-degree phase error 
and a signal-to-noise ratio of 10 dB. In this homing mode, 
the spin and antenna axes will move up to the 0.3-degree 

target dead zone. At this zone, the signal-to-noise ratio of 
the phase estimator will degrade to a level where the 
phase determination is not now possible. The small 
circles shown on the spin axis trajectory will be caused 
by circular movement of the spacecraft spin axis wobble. 
As the spacecraft spin axis reaches the CONSCAN dead 
zone, the threshold detector disconnects the automatic 
operation and the automatic CONSCAN maneuver is 
completed. Because of the continuous changes between 
the Earth and the spacecraft’s relative locations, this 
maneuver must be repeated approximately every 3 to 
4 days during the early part of the mission and every 
week during the time that the spacecraft travels at a 
J I ipiter distance. 

Because of signal amplitude versus noise constraints 
of the spacecraft’s CONSCAN subsystem, the Pioneer 
Project requires that the amplitude stability of the effec- 
tive radiated power transmitted by the Deep Space Sta- 
tions should be within 0.1 dB peak-to-peak about the 
spacecraft’s spin frequency. 

DSN has already developed techniques to check the 
amplitude stability of the effective radiated power of 
the uplink signal, and has verified that the capability 
exists as required by the Pioneer Project for CONSCAN 
support. Development work in this area was conducted 
at DSS 71 and the verification tests were performed at 
DSSs 11 and 12. The best technique applied provided 
an upper bound measurement of the RF amplitude in- 
stability due to the combined effects of the transmitter 
power variations and antenna pointing errors. Using this 
technique, no new station hardware is required. The 
outputs of software analysis programs will give the assur- 
ance that the Deep Space Stations are ready for Pioneer F 
CONSCAN operations. 

It should be mentioned that the spacecraft’s CONSCAN 
processor cannot distinguish between RF amplitude vari- 
ations due to the spacecraft’s aiming errors and those 
due to fluctuations in the DSIF effective radiated power. 
Therefore, the use of the DSN uplink signal as a beacon 
signal required the re-evaluation of the ERP variations 
at the Deep Space Stations. 

The small amplitude variations of the transmitter 
power were monitored with a crystal detector and with 
the aid of a frequency translator and the DSIF S-band 
receiver. The antenna pointing was evaluated using a 
DSS ground receiver’s AGC output while tracking 
ALSEP 1, the Lunar Scientific Package. The assumption 



was made that the instability of the uplink signal ampli- 

The second CONSCAN backup mode is the ground- 
precessed downlink CONSCAN. The spacecraft spin axis 

tude due to antenna pointing errors is almost identical 
to that of the downlink signal. 

The ERP variations detected by a synchronous AGC 
detector were recorded on a digital tape and analyzed 
off line. In addition, a power spectrum type frequency 
analysis was also made to obtain the data in the fre- 
quency domain. 

The analysis of the data shows that the ERP variation 
of the DSS 11 uplink was in the vicinity of 0.0355 dB rms 
within the frequency response of CONSCAN. No peri- 
odic component was observable in this bandpass. 
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To obtain near optimum data return from the Pioneer F 
and G spacecraft, the Mission Operations Team of the 
flight project is required to make continuous plans to 
assure that the high-gain antenna points toward Earth 
during all phases of the mission. Since the CONSCAN 
subsystem developed for these third generation Pioneer 
missions is the first space application of an Earth-seeking 
automatic device, the flight project elected to develop 
backup modes to be used in the case of a possible degra- 
dation of the CONSCAN subsystem. Four basic backup 
modes are planned and certain specific requirements 
were generated in order to assure a successful backup 
operational capability. 

The first of the CONSCAN backup modes is the 
ground-processed uplink CONSCAN. If the CONSCAN 
processor is inoperable, but the Sun or star sensor and 
the high-gain antenna offset mechanism is working, the 
Project plans to obtain the telemetered amplitude and 
phase information of the spacecraft’s CONSCAN signal 
relative to the roll index pulse generated by the Sun or 
star sensor. In this mode DSN will furnish real-time 
spacecraft telemetry to the Missions Operations Team, 
and the Project will compute the roll index pulse versus 
CONSCAN zero crossing angle. This information will be 
transmitted via commands to the spacecraft and stored 
in the Program Storage and Execution module. The 
module will then fire the precession thrusters. The spin 
axis of the spacecraft will precess in this mode on a 
rhumb line. Figure 6 shows that if an Earth-based vehicle 
moves between two points, using a constant bearing 
angle versus north, the vehicle’s trajectory will describe 
a rhumb line. 
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can be precessed in this mode in case the star and Sun 
sensors are inoperative and the high-gain antenna is in 
the CONSCAN offset mode. To assist the Project team 
in firing the precession thrusters in the proper time, DSN 
is required to assist the Project in the measurement of 
the light round-trip time. The Project will send a com- 
mand to switch the telemetry format of the spacecraft. 
After the format change has been received by DSN, the 
light round-trip time can be established to an accuracy 
of 0.1 second. DSN plans to hold the command and 
telemetry systems timing accurate to 10 ms GMT. To 
make the ground precessed downlink CONSCAN pos- 
sible, DSN also plans to transmit, via the TCD of the 
DSS, ten DSN S-band receiver AGC samples per second 
to the SFOF. This information will be used by the Project 
to establish a downlink CONSCAN signal in the Mission 
Support Area. DSN will also provide a capability to 
transmit command words to a transmission execution 
accuracy of 0.1 second in Greenwich Mean Time. With 
DSNs assistance the Project will have a capability to fire 
spin axis torquing thrusters at a predetermined roll posi- 
tion of the spacecraft. The roll angle position uncertainty 
will be in the vicinity of 3 degrees, equivalent to a 
thruster firing timing error of 0.1 second. The success of 
such a maneuver will be verified by the downlink carrier 
power level measurements made at the DSS and com- 
paring them with the predicted values. 

Dead reckoning can also be used as a CONSCAN 
backup. This method can be applied if the CONSCAN 
precessor of the spacecraft and the high-gain antenna 
offset are inoperable, and if the Programmed Storage 
and Execution board is still working. In this backup 
mode, the Project plans to follow the following proce- 
dure: The spacecraft’s spin axis will be torqued in an 
open-loop mode in a transfer plane to detect and vali- 
date the peak of the antenna main lobe. In addition, once 
this peak is established the spin axis will also be torqued 
in a new plane perpendicular to the previous plane to 
detect and validate the improved peak of the antenna 
main lobe. If necessary, the spin axis can be torqued 
further to arrive at the opposite -3 dB point. To make 
a dead-reckoning maneuver possible, the Project requires 
that the relative downlink carrier power (AGC) measure- 
ments do not drift more than 0.125 dB. These AGC 
measurements will be transferred from the Deep Space 
Stations to the Mission Support Area at the SFOF. 



Project plans to plot the resultant antenna pattern using 
display devices provided by DSN. Figure 7 depicts the 
correlation of spin axis pointing versus high-gain an- 
tenna patterns observed during a typical dead-reckoning 
maneuver. 

earc e 

The fourth CONSCAN backup mode is the search 
mode. If the star and Sun sensor, the Programmed Stor- 
age and Execution board, and the Antenna Offset are 
inoperable, the search mode maneuver can be applied to 
point the spacecraft high-gain antenna toward Earth. To 
make this possible, DSN will have a timed command 
capability accurate to 0.1 second in GMT. To operate 
the search mode, the Project will establish and verify the 
two-way light round-trip time by sending a timed com- 
mand to the spacecraft and receive a telemetry format 
change. After the spin period is also established, the 
Project will send real-time thruster commands in a 
search pattern. The plotting of a high-gain antenna pat- 
tern will be used to determine the peak of the pattern, 
thus analyzing the results of the torquing precession 
maneuvers. It should be noted that the hydrazine fuel 
consumption in a search mode can be four times as high 
as the fuel needed to operate in the automatic CONSCAN 
mode. 
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Since Pioneers F and G are using the telecommunica- 
tions link for spacecraft spin axis attitude determination 
and control, the rotating antennas can add amplitude and 
phase signatures to the telecommunications downlink. 
The amplitude signatures are caused by the following 
factors: 

(1) The rotating antennas in the offset CONSCAN 
mode can vary the S-band downlink amplitude 
from zero up to 10 dB during every 12-second 
period. The amplitude of this variation is a func- 
tion of the antenna axis attitude toward Earth. If 
the antenna axis points exactly toward the Earth, 
the amplitude variation is almost zero, but, if the 
spacecraft high-gain antenna axis is off from the 
Earth direction by 2 degrees, the amplitude of 
the downlink can vary from zero to 10 dB during 
each spacecraft revolution. 

(2) The spacecraft and DSN antennas are circularly 
polarized. The mutual polarization ellipticity be- 
tween the Pioneer F spacecraft high-gain antenna 
and the DSN Earth-based antenna can cause an 

(3) 

amplitude variation of 0.5 dB. This variation can 
be detected by DSN as a periodic ripple of the 
downlink signal amplitude. This variation occurs 
at the double value of the spacecraft spin rate and 
has a period of approximately 6 seconds. 

An additional amplitude variation is also caused 
by spacecraft wobble. Every torquing pulse causes 
a wobble motion of the spacecraft spin axis which 
is gradually damped out by special devices carried 
on board the spacecraft. The signal amplitude 
variations caused by wobble can be as high as 
0.5 dB. This variation occurs at the resultant wob- 
ble frequency. 

Besides the amplitude signatures, certain phase signa- 
tures are also the by products of rotating spacecraft an- 
tennas. The phase signatures can be described in two 
groups: 

The S-band downlink carrier can be exposed to 
phase variations caused by the spacecraft antenna 
spin axis offset of approximately 8” and by an- 
tenna alignment uncertainties. Radial movements 
from -+0.01” up to &1.4” can be expected. These 
variations continuously affect the downlink doppler 
frequency, but because of their periodic nature, 
they can be filtered out from the doppler solution 
and will not upset the accuracy of trajectory 
determination. 

Because of the mechanical rotation of the space- 
craft antenna versus the fixed Earth-based DSS 
antenna, the two-way precision doppler counter of 
DSN loses approximately 2.1 doppler cycles dur- 
ing each spacecraft revolution. The loss of these 
doppler cycles can adversely affect the accuracy 
of trajectory determination. The Project plans to 
determine the spin rate history of the spacecraft 
using telemetry data and will generate a time his- 
tory of the lost doppler cycles for trajectory deter- 
mination corrections. 

It should be pointed out that the described amplitude 
and phase signatures will not affect the performance or 
efficiency of ground-based hardware or software of the 
DSN, but will affect the operational capabilities of 
the spacecraft downlink especially when the amplitude 
variations are above P dB. 

The Pioneer utilization of the two-way S-band tele- 
communications link can be summarized as follows: The 



coherent S-band carrier uplink radiated by DSN will be 
used in the PCM/PSK/PM mode for commanding pur- 
poses. The uplink signal will also be used by the space- 
craft for automatic CONSCAN operation, thus making 
possible an automatic spin axis attitude control. Further 
use of the uplink will be the transmitting of Project- 
initiated timed commands in the CONSCAN backup 
modes. These commands will torque the spin axis atti- 
tude by ground-based control. The S-band coherent 
downlink signal transmitted by the spacecraft will be 
received by DSN. Ground-based equipment will detect 
the downlink carrier in a synchronous mode and one 
subcarrier operating in a PCM/PSK/PM mode will 
transfer telemetry data from the spacecraft to DSN. This 
function is necessary to provide the Project science and 
engineering telemetry data collected from the spacecraft. 
DSN will also provide means for the Project control team 
to determine the antenna pattern of the spacecraft and 
by detecting the downlink amplitude variations caused by 
spacecraft spin modulation. Both measurements will be 
used by the Project for spacecraft spin attitude control. 
Since the S-band uplink and downlink carrier is coherent, 
DSN extracts the doppler frequency shift which is pro- 
portional to the range rate between the ground-based 
station and the spacecraft. This radiometric tracking in- 

formation will be used by the Project for spacecraft tra- 
jector determination. 

Figures 8, 9, and 10 show typical power budgets of 
the S-band downlink carrier, subcarrier and uplink car- 
rier during Pioneer F Jupiter encounter. The downlink 
carrier power performance margin referenced to a 6-dB 
signal-to-noise ratio threshold in the carrier tracking loop 
is 11.1 dB. If the spacecraft would operate in the un- 
coded mode at Jupiter, the telemetry bit rate would be 
512 bps; the telemetry bit error rate would be one error 
in a thousand detected bits. Since the Project plans to 
operate these spacecraft most of the time in the convo- 
lutional coded mode, an error-free bit rate of 1,024 bps 
can be predicted assuming a coding gain of 3.8 dB. If 
the 64-meter DSN antenna is used with a nominal 20-kW7 
output in the uplink, a 26-dB performance margin to 
threshold can be expected in the spacecraft receiver. The 
given performance is based upon the assumption that 
the spacecraft high-gain antenna points to the Earth and 
that the spacecraft telecommunications subsystem would 
operate from the Earth to Jupiter for almost two years 
without any detectable deterioration. With the 26-meter 
antenna Deep Space Stations, a Jupiter flyby telemetry 
rate would be 64 bps in the convolutional coded mode. 
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P. S. Goodwin 
Mission Support Office 

This is the second in a series of articles relating to Project Helios which, when 
used in conjunction with the first article, will give the reader an overall view of 
the Project, its objectives and organization, and the support to  be provided by the 
Deep Space Network (DSN). This article treats, in particular, the contemplated 
Helios trajectories. Both the near-earth phase and the deep space phase of the 
mission are discussed, with particular emphasis being placed upon the tracking 
and data acquisition aspects. 

The previous article (Ref. 1) provided the historical 
background of Project Helios, a cooperative U.S.-West 
German deep space effort to send a spacecraft closer to 
the sun than any currently planned, free-world space 
program to date. Two launches are planned: the first in 
mid-1974 and the second in late 1975. In addition, Ref. 1 
described the physical configuration of the spin-stabilized 
Helios spacecraft and provided the reader with an over- 
view of the spacecraft radio and antenna subsystems. 
This article will be devoted to the contemplated Helios 
trajectories and their associated tracking and data acqui- 
sition support requirements. For convenience, the discus- 
sion will be divided into two parts: the near-earth phase 
and the deep space phase of the mission. 

During the planning and early design stages of any 
new flight project, it is important to investigate a few 
typical spacecraft trajectories to ascertain whether or not 
the spacecraft design, the mission objectives, and the nec- 
essary tracking and data system support can be molded 
into a viable total concept. For Helios, an initial effort 
started in 1968 and was culminated by the publication 
of the “Mission Definition Group Report” in April 1969. 
This initial effort proved the feasibility of the basic 
Helios concept. Subsequently, the West German Helios 
Project Office has selected a spacecraft prime contrac- 
tor - Messerschmitt-Boelkow-Blohm (MBB), Ottobrun 
(near Munich), West Germany - who has now made a 



preliminary design of the spool-shaped spacecraft (see 
Ref. 1). It was, therefore, appropriate to evaluate this 
preliminary spacecraft design with respect to not only 
the planned trajectory, but also to ascertain whether or 
not the post-launch mission sequences could be per- 
formed in an operationally efficient manner. Toward this 
end, a special Helios Near-Earth Phase Study Group was 
established during the Third Helios Joint Working Group 
Meeting in Bonn, October 5-9, 1970. In preparation for 
the Near-Earth Phase Study Group Meeting (which 
occurred the week following the Joint Working Group 
Meeting), the JPL/ETR organization developed a set of 
near-earth phase station coverage data for each of the 
tentative Helios trajectories developed by the NASA 
Lewis Research Center. These data, together with infor- 
mation provided by the Helios experimenters, provided a 
better knowledge of the spacecraft and launch vehicle 
performance characteristics, and a refined knowledge of 
the Helios Program mission objectives permitted the 
Near-Earth Phase Study Group to develop a tentative 
mission sequence following launch up through comple- 
tion of the spacecraft’s orientation maneuvers. In devel- 
oping their recommendations for the near-earth sequence 
of mission events, the Near-Earth Phase Study Group 
considered both direct-ascent and parking-orbit trajec- 
tories. Typical “earth tracks” for these two classes of 
trajectories are shown in Figs. 1 and 2. The Near-Earth 
Phase Study Group concluded that the parking-orbit tra- 
jectory case provided only a moderate increase in launch 
window opportunities over that provided by the direct- 
ascent trajectory case, while at the same time presented 
a more difficult tracking and data acquisition problem 
due to the lack of sufficient tracking facilities in the 
South Atlantic and Indian Oceans. Therefore, the Helios 
Project Office accepted the Study Group’s recommenda- 
tion that for present planning purposes the nominal 
Helios mission design should be based upon a direct- 
ascent trajectory-but with the Project Office restriction 
that the spacecraft itself must be designed to be com- 
patible with a parking-orbit trajectory in case the latter 
should become necessary sometime in the future. 

Once the foregoing decision was made, the Lewis 
Research Center produced a formal set of Helios direct- 
ascent launch trajectories covering both the Titan/Centaur 
and Atlas/Centaur launch vehicle combinations (see 
Ref. I). Subsequently, the JPL/ETR organization devel- 
oped tracking and telemetry station coverage data for 
these upgraded trajectories. This material will be used 
during the second meeting of the Near-Earth Phase 
Study Group to be held in conjunction with the Fourth 
Helios Joint Working Group Meeting, Goddard Space 

Flight Center, April 28-May 5, 1971, to establish a for- 
mal mission sequence for the near-earth phase of the 
Helios mission. It is anticipated that this updated mis- 
sion sequence will become the baseline design for the 
near-earth phase of the Helios mission, and that it will 
probably not undergo significant refinement until final 
spacecraft weights, etc., and launch vehicle performance 
data become available approximately a year prior to 
launch. 

SN lnitiai ~ ~ q u i s i i i o ~  Phase 

The exact definition of the completion of the near- 
earth phase and the beginning of the deep space phase 
of a particular mission is individually negotiated with 
each flight project; however, it is usually considered to 
be the point at which the spacecraft altitude is such that 
the Deep Space Network will have continuous (i.e., 24- 
hour/day) coverage of the spacecraft. For direct-ascent 
Helios trajectories, this would occur fairly soon after 
launch using one of the 0-degree longitude DSN stations, 
depending upon the launch azimuth. Figure 1 depicts 
two launch azimuth corridors for the Helios direct-ascent, 
Titan/Centaur launch vehicle. The upper corridor, be- 
tween 50- and 60-degree launch azimuth, passes over 
the Madrid Deep Space Station while the lower corri- 
dor, 80- to 90-degree launch azimuth, passes over the 
Johannesburg, South Africa, DSN station. The gap be- 
tween these two corridors represents an Eastern Test 
Range safety restriction to protect the island of Bermuda 
from possible launch vehicle impact. Of the two permis- 
sible Helios direct-ascent launch corridors, the one 
between SO- and 60-degree launch azimuth presents a 
slightly more difficult initial DSN acquisition problem 
due to high angular tracking rates, but at the same time 
affords the Helios Project the possibility of obtaining 
earlier communication with the spacecraft following 
separation. Figure 1 shows that for Helios Titan/Centaur 
direct-ascent trajectories, spacecraft injection occurs at 
approximately 15 degrees west longitude. Using the 
upper corridor, this would place spacecraft injection very 
close to spacecraft rise at the Madrid Deep Space 
Station. Since the spacecraft is still very close to the 
earth at that time, the angular tracking rates at Madrid 
can conceivably reach as high as 5 to 10 degrees per 
second immediately following injection. However, at the 
same time, the spacecraft is rapidly gaining altitude in 
its departure from the earth. This in turn causes the 
effective angular tracking rates to drop rather rapidly so 
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that after 5 to 15 minutes following injection, the track- 
ing rates should fall within the capabilities of the Deep 
Space Station. During this initial high-rate period, the 
DSN will probably request cross-support from the 
Manned Space Flight Network (MSFN) stations at 
Madrid or Canary Island because they have the capa- 
bility of tracking at 3 degrees per second as opposed to 
the approximately 1-degree per second capability of the 
Madrid Deep Space Station. Handover from the MSFN 
station to the DSN station would then occur as soon as 
the angular tracking rates fall within the Deep Space 
Station capabilities. Once the latter is accomplished, the 
trajectory is such that the Deep Space Network would 
have continuous spacecraft coverage capability. 

The situation with respect to the lower direct-ascent 
launch trajectory is not quite so acute from an angular 
tracking rate point of view, but increases the time delay 
to initial DSN acquisition. However, it is not necessary 
to wait until the spacecraft reaches the vicinity of 
Johannesburg, South Africa, to achieve initial DSN acqui- 
sition. This is because the spacecraft altitude is rising 
very rapidly following injection so that, depending upon 
the actual launch azimuth within the lower corridor, 
initial acquisition can occur at either or both the DSN 
Madrid and/or Johannesburg stations while the space- 
craft is crossing the region of 0 to 10 degrees east longi- 
tude for the first time. Further, this initial acquisition 
can be enhanced by cross-support from the MSFN 
Canary Island and/or Ascension Island stations. Again, 
the Helios trajectory is such that once initial acquisition 
has occurred in the lower launch corridor of Fig. 1, the 
DSN would have continuous spacecraft visibility from 
then on to the end of the primary mission. 

The DSN initial acquisition situation with respect to 
the Helios parking-orbit trajectories is quite different. 
Though not part of the present Helios mission nominal 
design, the parking-orbit trajectory must be considered 
in case it is necessary to return to the Atlas/Centaur 
launch vehicle combination. In this event, the trajectory 
would be as shown in Fig. 2. The spacecraft is inserted 
into a nominal 160-km (100-mile) parking orbit at launch 
vehicle main engine cutoff (MECO). It remains in the 
160-km (100-mile) parking orbit until third-stage burnout 
east of Johannesburg, South Africa, at which time it is 
injected into its heliocentric orbit. During the parking- 
orbit arc, only relatively short (3 to 8 minutes) tracking 
periods are possible from the Ascension Island station 
and/or any ships that might be deployed in the South 
Atlantic. Due to the high angular rates when a space- 

craft is in earth orbit, it will probably not be possible to 
track the spacecraft from the Johannesburg Deep Space 
Station during its initial overhead pass, but rather await 
the time that the spacecraft has gained sufficient altitude 
following injection for it to re-rise over the station’s east- 
ern horizon. Depending upon the particular trajectory 
flown, the initial DSN acquisition could occur at either 
or both the Johannesburg and/or Canberra Deep Space 
Stations. However, this would occur a considerable num- 
ber of minutes following injection and separation. Due 
to the criticality of these latter two events, the Project 
Office would probably request the TDS to deploy a ship 
into the Indian Ocean to cover this sequence. In such an 
event, the tracking ship would be considered part of the 
near-earth phase network, mentioned in Section 11. 

. Spacecraft Orientation Maneuvers and Near- 
Science Phase 

As mentioned briefly in Ref. 1, the first of two space- 
craft orientation maneuvers occurs shortly after space- 
craft injection. The first maneuver, which normally 
occurs automatically, orients the spacecraft’s solar panels 
until they are fully illuminated by the sun in order to 
relieve the load on the spacecraft’s batteries. During this 
maneuver, the spacecraft’s spin axis remains basically in 
the plane of the ecliptic with the result that the DSN’s 
communication with the spacecraft is via the latter’s 
omni-directional antenna system. Since the latter has not 
yet been completely designed, it is possible that there 
may be some antenna pattern nulls which could cause 
momentary communications dropouts following the initial 
DSN acquisition. However, the frequency of such drop- 
outs should diminish as the spacecraft assumes a stable 
position and departs the vicinity of the earth. Once the 
spacecraft has completed its first (Step I) orientation 
maneuver, selected onboard science experiments are 
activated to measure the various shock fronts that sur- 
round the earth. This initiates the near-earth science 
phase of the mission which continues until the spacecraft 
has reached a distance equivalent to lunar range from 
earth. Due to the spacecraft’s high-departure velocity 
from earth, it reaches lunar distance in approximately 
nine hours following injection (direct-ascent case). Dur- 
ing this time, the spacecraft is still over the Madrid/ 
Johannesburg Deep Space Stations (Fig. 1). The space- 
craft’s initial Goldstone rise occurs approximately 7 
hours after injection-at which time the vehicle sub-earth 
point is slightly west of Ascension Island in Fig. 1. 
Following handover to the Goldstone Deep Space Sta- 
tion, the spacecraft is commanded to turn off the science 
instruments and then to execute the second (Step 11) of 



the two planned maneuvers. Using the procedures 
described in Ref. 1, Step I1 maneuver orients the space- 
craft’s spin axis to the pole of the ecliptic. This in turn 
permits the first use of the spacecraft’s medium- and 
high-gain antenna systems. Following completion of the 
Step I1 maneuver and the orientation of the spacecraft’s 
high-gain antenna, the onboard science instruments are 
reactivated to initiate the Cruise-Science Phase of the 
mission, which continues to the end of the primary 
mission. 

The foregoing description depicted the case for the 
direct-ascent trajectory. The situation for the parking- 
orbit trajectory would be roughly similar except that the 
initial DSN acquisition and subsequent handover to 
Goldstone would be delayed in time over the direct- 
ascent trajectory case. This would mean that the space- 
craft would be automatically performing its Step I 
maneuver during the time the DSN was attempting its 
initial acquisition. This might accentuate the problem 
associated with nulls in the spacecraft omni-directional 
antenna pattern, but at the same time, the acquiring 
Deep Space Station (either Johannesburg or Canberra) 
would be experiencing much lower angular tracking 
rates (and smaller general changes in azimuth pointing 
direction) than experienced in the direct-ascent case over 
Madrid. The degree to which these two factors might 
offset each other has not yet been determined, The 
parking-orbit trajectory does offer a slight advantage for 
early orbit determination purposes in that it is possible 
to get a two-station, different longitude orbit determina- 
tion solution slightly sooner than in the direct-ascent 
case. However, since Helios spacecraft does not have a 
midcourse correction capability, there is no primary 
requirement for early orbit determination. These factors, 
combined with the somewhat delayed first acquisition at 
Goldstone, make the parking-orbit trajectories slightly 
less attractive than the direct-ascent trajectories using 
the Titan/Centaur launch vehicle. However, studies to 
date have indicated that a meaningful Helios mission 
can be flown using the Atlas/Centaur launch vehicle 
using the parking-orbit trajectory approach. 

The primary phase of the Helios mission encompasses 
that time period from launch through first perihelion 
and up to the first solar occultation of the Helios space- 
craft. (This encompasses Phase I and Phase I1 described 
in Ref. 1, i.e., Phase I covering the first several weeks 
where Mission Operations are conducted from the 
SFOF, and Phase I1 where Mission Operations are con- 
ducted from the remote terminal at Oberpfaffenhofen, 

West Germany.) The Deep Space trajectory for the 
Helios 0.25 AU perihelion case (Titan/Centaur launch 
vehicle) is shown in Fig. 3, and for the 0.3 AU case 
(Atlas/Centaur launch vehicle) is shown in Fig. 4. By 
current definition, the primary mission phase of Helios 
ends at first solar occultation-which in the case of the 
0.25 AU mission occurs at approximately 110 days after 
launch, and in the case of the 0.3 AU mission occurs at 
approximately 120 days after launch. The region of 
greatest scientific interest occurs around perihelion (90 
and 100 days, respectively, in Figs. 3 and 4), since this 
will be the previously unexplored region of our solar 
system. Therefore, continuous DSN coverage during 
this time period is a primary requirement. As mentioned 
in Ref. 1, the telecommunications link is being designed 
to provide useful scientific data rates back to the DSN 
26-meter network during this time period, with the pos- 
sibility of enhanced mission data return through supple- 
mental use of the DSN 64-meter subnet and/or the West 
German 100-meter Effelsberg antenna station. While the 
perihelion phase has the greatest scientific interest, other 
important scientific objectives have created a require- 
ment for the DSN to provide continuous (i.e., 24-hour/ 
day) coverage to the Helios spacecraft from initial 
acquisition through first solar occultation. In the region 
from earth to first perihelion, the primary responsibility 
for providing continuous coverage will be placed upon 
the DSN 26-meter subnet, while in the region from peri- 
helion to first solar occultation, the primary responsi- 
bility for Helios support will probably fall upon selected 
DSN 64-meter antenna stations in order to obtain plane- 
tary ranging data in support of the celestial mechanics 
experiment. During this same time period, the West 
German 100-meter Effelsberg station will be supporting 
the onboard scientific experiments at telemetry data 
rates in excess of those possible into the DSN 64-meter 
antennas. Since the Effelsberg antenna is a receive-only 
station, it will not be able to obtain planetary ranging 
data for the celestial mechanics experiment. However, 
the combination of the 100-meter Effelsberg station and 
selected DSN 64-meter stations will provide extremely 
valuable scientific data to the project in the region from 
perihelion to first solar occultation. This will be the first 
time that these large aperture antennas will be combined 
in the support of a flight project, and as such is an 
example of one of the benefits derived from this inter- 
national cooperative project between the US. and the 
Federal Republic of West Germany. 
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Officially, there are no project requirements for DSN 
support to the extended phase of the Helios mission. In 
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fact, it would be very premature for the project to place 
such requirements on the DSN at the present time. 
Nonetheless, the contemplated Helios trajectories (Figs. 
3 and 4) suggest some very interesting scientific rationale 
for continued tracking support to the Helios spacecraft 
during the extended mission portion of the trajectory. 
For one, the retrograde loop behind the sun offers the 
opportunity for three solar occultations rather than just 
one; and, for another, the spacecraft will experience a 
second perihelion pass prior to returning to the vicinity 
of the earth. The trajectory, therefore, offers multiple 
opportunities to obtain the same type of data as obtained 
during the primary mission but at later points in time- 
provided, of course, that the spacecraft is still function- 
ing properly. It is, therefore, plausible to expect that at 
some future time, requirements could develop for DSN 
support to the extended mission phase of the Helios 
Project. 

Of the three possible Helios trajectories under current 
discussion (0.3 AU, 0.25 AU, and 0.2 AU), the 0.25 AU 
trajectory has the additional characteristic that it is har- 
monically synchronous with the earth‘s orbit. Theoret- 
ically, the trajectory could be retraced several times if 
the spacecraft’s orbital parameters were not perturbed 
by the earth‘s gravity when it returned after each year’s 
traverse. However, such an ideal case would be difficult 
to achieve, so in practice it is expected that the Helios 
orbit will become skewed with each return pass near 
earth so that the retrograde loop in the trajectory would 
cease to occur behind the sun. Earth’s gravity would 
also influence the next perihelion distance-it could be 
closer to or farther from the sun depending upon 
whether the spacecraft passed behind or in front of the 
earth on its return trajectory. 

Considering the above, it is understandable why there 
are no official requirements for extended mission sup- 
port at the present time. However, it is just as important 
to recognize that many scientific possibilities exist for 
such an extended mission should it materialize sometime 
in the future. 

During the Helios time period, the DSN will also be 
providing support to other flight projects as depicted in 
Fig. 5. By plotting the various spacecraft viewperiods 
with respect to “station local meridian time,” it is pos- 
sible to make Fig. 5 apply to any station in the world-if 
one ignores the effects of station latitude or local terrain. 

1200 hours is “local station noon-time,” i.e., the time the 
sun crosses the station’s local meridian. Similarly, OOOO 
hours is station local midnight. For approximation pur- 
poses, one can consider sunrise to occur at 0600 hours 
and sunset to occur at 1800 hours local meridian time. 

Inspecting Helios-A in Fig. 5, one notes that it is 
launched near sunset in mid-CY 1974. This is in agree- 
ment with Fig. 3, which shows the spacecx-aft departing 
the vicinity of the earth in a direction retrograde to 
earth‘s orbit around the sun. However, as time progresses 
from launch, the spacecraft viewperiods approach closer 
and closer to the sun with the first hump in the curve 
denoting the first perihelion pass shown in Fig. 3. Past 
perihelion, the spacecraft viewperiod returns closer to 
the sun as it goes through the several occultations noted 
in Fig. 3. For obvious reasons, this type of presentation 
has been nicknamed a “worm chart.” The fat part of the 
Helios “worm” denotes the primary mission phase while 
the dotted worm portion represents a possible extended 
mission support for the Helios celestial mechanics experi- 
ment. The subsequent large excursions of the Helios 
viewperiod curve denote that portion of the trajectory 
when the spacecraft returns to the vicinity of the earth 
and then possibly repeats the cycle. 

With the foregoing explanation in mind, it is now pos- 
sible to compare the Helios viewperiods with those of 
other spacecraft that will be operational and requiring 
support during the Helios time period. The “fat worm” 
portions of the other spacecraft trajectories denote the 
time span associated with their respective planetary en- 
counters. It is seen that, if one considers only the primary 
mission objectives of all of these space flight projects, 
there is a very minimum viewperiod conflict between 
them and that, if the DSN stations were operated on a 
24-hour/day basis, it should be able to support all of the 
noted flight projects without conflict-especially when 
one remembers that the DSN has both 26- and 64-meter 
subnetworks at its disposal during this time period. How- 
ever, conflicts can occur if any of these flight projects 
develop tracking requirements into their extended mis- 
sion time periods or if their planetary encounter dates 
shift significantly. Since neither of the latter can be accu- 
rately predicted at the present time, the DSN is only 
making firm commitments for the primary phase of these 
respective missions. This does not preclude possible ex- 
tended mission coverage for any of the flight projects, 
but the exact amount of additional coverage possible will 
probably not be known until these spacecraft have been 
launched and ~ their trajectories accurately determined. 



the support requirements it places upon the Tracking 
and Data System. The treatment has been intentionally 
general in nature in order to provide the reader with a 
composite ovemiew which he can use as a basis for 
understanding the more detailed radio subsystem discus- 
sions that will appear in future articles. 

This article and Ref. 1 complete the general descrip- 
tion of the Helios Program-its international manage- 
ment, its mission objectives, its spacecraft and launch 
vehicle configuration, the spacecraft radio system, and 
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1. Goodwin, P. S., “Helios Mission Support,” in The Deep Space Network Progress 
Report, Technical Report 32-1526, Vol. 11, pp. 18-27. Jet Propulsion Laboratory, 
Pasadena, Calif., Apr. 15,1971, 
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R. P. Laeser 
Mission Support Office 

Implementation schedule tradeoffs caused the actual DSN configuration for 
support of Mariner Mars 1971 launch/midcourse/cruise to be significantly dif- 
ferent from the original plans. This article describes the actual configuration by 
network system. 

In previous articles, the configuration of the six DSN 
systems for support of the Mariner Mars 1971 Mission 
were described. Confronted with the realities of imple- 
mentation problems, slipped schedules, and launch dates, 
a reduced set of the most critical capabilities and a cor- 
responding configuration were defined and are included 
here. Table 1 and Figs. 1 and 2 apply to the telemetry 
system; Table 2 and Fig. 3 to the command system; 
Table 3 and Figs. 4 and 5 to the tracking system; Table 4 

and Fig. 6 to the monitor system; and Table 5 and Fig. 7 
to the operations control system. The simulation system is 
not covered, because it plays no role in operations sup- 
port. For each capability listed in a table, a figure refer- 
ence is given to the corresponding element on the cross- 
referenced figure; in some cases the blocks on a figure 
are numbered and the figure reference 2-( 1) is interpreted 
as Fig. 2, Block (1). 
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Table 1. Telemetry system 

baunch/cruise capabilities 

A. DSlF 

1. Multi-mission telemetry hardware (including 
receiver (RCV), subcarrier demodulation assem- 
bly (SDA), symbol synchronizer assembly (SSA), 
and Telemetry and Command Processor (TCP) 
with i ts  GCF interface and interface with the 
receiver for (AGC) 

a. At  DSS 12, 41, and 51 

b. At DSS 71 

2. TCP telemetry software operating a t  DSS 12, 
41, and 51: 

a. Acquire engineering or CCRS telemetry from 
SDA and perform bit sync at 8% or 33% bps 

b. Format telemetry and output on high speed 
data line to SFOF 

c. Frame sync engineering telemetry, decom- 
mutate and output to SFOF on TTY 

d. Acquire ground AGC and SNR, convert to 
db, and transmit to SFOF via high speed 

e. Acquire receiver, subcarrier demodulation, 
and bit sync lock status and transmit to 
SFOF via high speed 

f. Acquire and send to station Monitor com- 
puter; spacecraft AGC and SPE, configura- 
tion changes, alarms and SNR in db 

g. Record all received data on a digital Origi- 
nal Data Record 

h. Playback portions of ODR to SFOF via high 
speed 

i. a through h at DSS 71 

i. Operate simultaneously with TCP command 
capabilities 

3. Provide analog recording of receiver and sub- 
carrier demodulation assembly outputs 

B. GCF 

1. High speed data (4800 bps) system to SFOF 
from DSS 12,41, and 51 

2. Teletype to SFOF from DSS 12, 41, and 51 

Figure 
reference 

1-TCP 

1 -TC P 

1-TCP 

1-TCP 

1-TCP 

1-TCP 

1-TCP 

1 -TCP 

1 -TCP 

1-TCP 

1 

1-HSD 

1-TTY 1 

Launch/cruise capabilities 

3. Internal SFOF teletype distribution of 360/75 
formatted data 

4. Closed circuit TV distribution of DTV formatted 
telemetry 

5. 1 and 2 for DSS 71 and 2 for MSFN stations 

C. SFOF 

1. Hardware 

a. 360/75 computer and GCF interface 

b. Digital TV and its 360/75 interface 

E. 2260 (manual input, CRT display) 

d. Digital TV format request box 

e. 1443 line printer 

f. 2501 card readers 

2’. 360/75 telemetry software for engineering and 
CCRS data: 

a. Receive high speed data blocks, log, extract 
bit stream and status information, and frame 
sync data 

b. Automatic selection of best data stream 

c. Generate system data record (SDR) 

d. Decommutate 

e. Perform conversion to engineering units 

f. Alarm on supplied alarm limits 

g. Perform data suppressions and suppression 

h. Perform data averaging 

i. Format for 1443 display 

i. Format for digital TV display-alphanumeric 

k. Format for teletype character printer display 

I. Recall data from SDR for display-limited 

tolerance tests 

to last 24 hours 

m. Execute format request box inputs 

n. Perform COMGEN mask/CCRS data com- 
parison 

3. Digital TV software 

4. Operate simultaneous with other Systems in 
same 360/75 

Figure 
reference 
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Launch/cruise capabilities 

A. DSlF 

1. Multi-mission command hardware (including 
all TCP and GCF interface hardware) 

a. At DSSs 12, 41, and 51 

b. At DSS 71 

2. TCP command software operating at DSSs 12, 
41, and 51 

a. Configure multi-mission command hardware 
according to message from SFOF via high 
speed 

b. Locally configure multi-mission command 
hardware 

c. Accept message and transmit verification 
via high speed 

d. Accept and act on enable/disable high 
speed messages 

e. Transmit command at appropriate times to 
spacecraft 

f. Bit-by-bit check for abort 

9. Transmit to SFOF confirm or abort message 
via high speed 

h. Local display of alarms and confirm/abort 
messages 

i. Transmit alarms to SFOF 

i. Command stack recall 

k. Generate Original Data Record (ODR) 

I. a through k at DSS 71 

m. Local entry of command message and 
enable/disable message 

n. Configuration and standards and limits 

0. Compare status with standards and limits 

recall to SFOF 

and alarm/abort as specified 

3. Analog recording of command modulation 
waveform 

4. Command capability a t  Ascension MSFN using 
RWV 

Figure 
reference 
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Launch/cruise capabilities 

B. GCF 

1. High speed data (4800 bps) system between 
SFOF and DSSs 12, 41, and 51 

2. Teletype between SFOF and DSSs 12, 41, 51, 
and ACN 

3. Internal SFOF teletype distribution of 360/75 
formatted data 

4. Voice between SFOF and DSSs 12, 41, 51, 
and ACN 

5. 1 through 4 at DSS 71 

C. SFOF 

1. Hardware 

a. 360/75 computer and GCF interface 

b. Digital N and its 360/75 interface 

E. 2260 (manual input, CRT display) 

d. 2501 (card readers) 

2. 360/75 command software 

a. Accept and transmit manually input com- 
ma nds-pseudo-octal 

b. Accept and transmit manually input com- 
mands-alphanumeric 

c. Accept and transmit files of commands from 
COMGEN or card entry 

d. Display verification-TTY 

e. Display verification-DTV 

f. Automatic verification and enable 

g. Accept and transmit enable/disable 

h. Display confirm/abort-TTY 

i. Display confirm/abort-DN 

i. Display alarms 

k. TCP command stack recall and display 

I. Recall DSS configuration and standards and 
limits, and display 

m. Accept and transmit DSS configuration and 
standards and limits 

n. Generate system data record (SDR) 

3. Digital TV software 

Figure 
reference 
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Launch/cruise capabilities 

A. DSlF 

1. Acquire doppler, angles, and (lunar distance) 
range data; format and transmit to SFOF from 
DSSs 12, 41, and 51 via teletype 

2. Acquire doppler, (planetary distance) range, 
and DRVID data at DSS 14; format for tele- 
type and transmit to SFOF 

3. Provide 20 psec inter-station time synchroni- 
zation 

B. GCF 

1. Teletype between SFOF and DSSs 12, 41, 
51, 14 

2. Teletype between SFOF and MSFN ACN 

3. Closed circuit TV distribution of tracking DTV 
formats 

C. SFOF 

1. Hardware 

a. 360/75 computer and GCF teletype inter- 
faces 

b. Digital TV and i t s  360/75 interface 

c. 1443 line printer 

2. 360/75 tracking software 

a. Acquire tracking data from DSlF via GCF 
and create SDR 

b. Same as for MSFN data 

c. Transfer SDR to 1108 via tape 

d. Acquire spacecraft ephemeris from 1108 
via tape 

e. Generate predictions of DSS observables 
and format for high speed or TTY trans- 
mission to DSS for local printout, and 
for pseudo-residual use (predicts) 

f. Difference predictions with actual data 
as it i s  received and displayed (pseudo- 
residuals) 

g. Provide real-time accountability of received 
data 

3. Digital TV software 

Figure 
reference 
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Launch/cruise capabilities 

A. DSlF (DSS 12, 41, 51) 

1. Acquire herdware/software status in  real-time 
from other DSlF subsystems 

2. Compare status with standards and limits, and 
alarm if necessary 

3. Provide local display of DSS status and alarms 

4. Transmit required subset of DSS status to SFOF 

5. Encode accounting and status data from the 
GCF station communications terminal, and trans- 
mit to SFOF 

6. Accept tracking predicts and generate pseudo- 
residuals as part of 2 

7. 1 through 4 for DSS 71 and 1 through 5 
for DSS 14 

B. GCF 

1. High-speed data between SFOF and DSS 12, 
41, 51 

2. Transmit high-speed data blocks to 360/75 
containing high-speed data accounting and 
status 

3. 1 and 2 for DSS 71 and 14 

4. Automatically display GCF accounting and 
status on closed-circuit N 

5. Provide 360/75 driven character printer for 
alarms 

C. SFOF 

1. Hardware 

a. 360/75 computer and GCF interface 

b. Digital TV, i ts  360/75 interface, and format 
request boxes 

C. 1443 l ine printer 

d. 2260 (manual input, CRT display) 

2. 360/75 SFOF monitor software 

a. Accept status data from SFOF telemetry, 
command, and tracking software 

3. 360/75 DSN monitor software 

a. Accept DSlF and GCF monitor data via high 
speed, and data from SFOF monitor software 

b. Assemble monitor criteria data and use to 
generate alarms 

c. Display alarms on digital TV and character 

d. Provide real-time network statur/configura- 

printer 

tion on digital N 

4. Digital TV software 

Figure 
reference 

6-DIS 

6-DIS 

6-DIS 

6-DIS 

6-DIS 

6-DIS 

6-DIS 

6-HSDi 

6-HSDz 

6 

6 

6-CP 

6-360 

6-DTV 

6-1 443 

6-2260 

6-360 

6-360 

6-360 

6-360 

6-360 
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Lounch/cruise capabilities 

A. DSlF 

1. Display on line printer sequences of events, 
schedules, and predictions received from SFOF 
via high speed (DSSs 12, 41, 51) 

2. Display on TTY character printer schedules 
and predictions received from SFOF via 
teletype (DSSs 12, 41, 51) 

3. 1 and 2 for DSSs 71 and 14 

6. GCF 

1. High-speed data between SFOF and DSS 12, 
41, 51 

2. Some for DSSs 71, 14 

3. Teletype between SFOF and DSS 12, 41, 51 

4. Same for DSSs 71, 14 

C. SFOF 

1. Hardware 

a. 360/75 computer and GCF interface 

2. 360/75 Operations Control software 

a. Sequence of events generation program, 
real-time (launch/cruise version with limited 
capabilities) 

b. Control output routing of sequence of 
events, schedules, and predictions to DSS 
via high-speed data 

c. Control output routing of schedules and 
predictions via teletype 

3. Rapid recovery from failures 

Figure 
reference 
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7 

7 

7 

7 

7 

7 

7360  

7-360 

7360 

7360 
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D. J. Mudgway 
Mission Support Office 

This article discusses the capabilities of the Deep Space Network (DSN) as a 
factor in the design of the Viking telecommunications system. The problem of 
accommodating simultaneous downlinks from two orbiters and one lander with 
dual uplinks to one orbiter and one lander or two orbiters is discussed. 

Because the Viking encounter and subsequent orbital and landed operations 
take place near maximum earth-Mars separation (approximately 400 X lo6 km), 
the signal-to-noise ratios on both up and downlinks are minimal to  support the 
extensive command and data retrieval requirements. 

The tradeoffs between DSN capabilities and project requirements such as these 
are described in the context of the mission design. 

Continuing the series of articles on DSN support for the 
Viking Mission, this article discusses the capabilities of 
the DSN as a factor in the design of the Viking telecom- 
munications system. 

An earth-to-spacecraft telecommunications link must 
provide telemetry, command, and metric data for naviga- 
tion and scientific purposes. It must be almost totally 
reliable and must have sufficient performance margin to 
permit the achievement of basic mission objectives in the 
event of anomalous conditions in spacecraft or ground 
data systems. 

A multiple space vehicle mission of this kind poses 
significant problems for the DSIF in accommodating 
simultaneous downlinks from two orbiters and one lander 
with dual uplinks to one orbiter and one lander or two 
orbiters. 

Unlike most of the orbital flyby missions we have sup- 
ported in the past, the Viking encounter and subsequent 
orbital and landed operations take place near maximum 
earth-Mars separation (approximately 400 X lo6 km). 

As a consequence, signal-to-noise ratios on both up 
and downlinks are minimal to support the very extensive 
command and data retrieval requirements of the project. 

38 



The tradeoffs between DSN capabilities and Project 
requirements such as these are described in the context of 
the mission design as it stands at this time. 

ele 
Each Viking orbiter has three telemetry channels as 

shown in Table 1. Each Viking lander has two telemetry 
data channels as shown in Table 2 .  Each Viking orbiter 
may transmit the following combinations of channels: 
B only, A and B, B and C. Each lander will transmit A 
and B simultaneously during most of the mission. The 
DSN must be capable of receiving telemetry data simul- 
taneously from two orbiters and one lander at one DSS 
and providing that data (along with metric data streams 
from two of the vehicles) in real time for processing and 
display at the SFOF. Table 3 illustrates the combinations 
of telemetry data which must be handled. 

The baseline functional configuration with which the 
DSIF expects to support these combinations of data 
streams is given in Fig. 1. This diagram covers represen- 
tative 26- and 64-m deep space stations in the multiple- 
mission telemetry and command configuration. 

All data streams pass through the subcarrier demodu- 
lator assemblies (SDA). The uncoded low-rate data goes 
directly to the telemetry and command processors (TCP) 
for formatting and transmission to the SFOF. The 
medium-rate block-coded data is symbol synchronized in 
the symbol synchronizer assembly (SSA) and decoded in 
the data decoding assemblies (DDA) before passing to 
the TCP for formatting and transmission to the SFOF 
via high-speed data lines (HSDL). The high-rate block- 
coded data is similarly processed except that the DDA 
outputs this data directly to a wideband buffer for driving 
the 50 kbps wideband data system (WBS). 

The functional arrangement of the entire DSN telem- 
etry system for Viking is given in Ref. 1, Fig. 6, p. 13. 

The DSN telecommunications parameters with which 
the Viking Project must work in designing its telecom- 
munications links are given in Ref. 2. Preliminary per- 
formance studies that result from an orbiter design in- 
cluding a 20-W TWT are shown in Figs. 2 and 3. Pre- 
liminary performance estimates for the lander are shown 
in Figs. 4 and 5. Many options exist to improve the 
margins shown in these figures and these are continually 
under evaluation as the design of the mission proceeds. 

Both the orbiter and lander telecommunications l i n k s  
are significantly degraded by the noise and spectral 
spreading effects around the period of solar conjunction 
as is shown in Figs. 2, 3, and 4. Unfortunately, very little 
data exists on which to base theoretical estimates of the 
magnitude of these effects, and the DSN is attempting to 
collect as much data as possible on missions prior to 
Viking to permit a better analytical understanding of 
the problem. 

111. an 

The DSN, multiple-mission command system will be 
used to support Viking, using a single bit rate of 4 bps. 
Because of the multiple spacecraft nature of this mission, 
the Project requires a capability in the 64-m subnet for 
two simultaneous uplinks on different frequencies. 

This allows the project to simultaneously command one 
orbiter and one lander, or two orbiters. Lander and orbiter 
telecommunication link designs are such that simul- 
taneous carriers of 10 kW each are needed at DSSs 43 and 
63 and carrier levels of 40 kW each at DSS 14. The DSN 
plans to meet these requirements with 100-kW trans- 
mitters at DSSs 43 and 63 and a 400-kW transmitter at 
DSS 14. At all three stations dual exciters and command 
modulation assemblies (CMA) permit dual carrier opera- 
tion with separate carrier frequencies, separate subcarrier 
frequencies, and separate command modulation. 

The standard DSN command system facilities for com- 
mand verification, confirmation, enable/disable and 
abort are available on each individual command data 
stream. The functional configuration of the DSN com- 
mand system for Viking is given in Ref. 1, Fig. 6, p. 14. 

The command links to the orbiter and lander are af- 
fected by the solar degradation mentioned above in the 
same way as downlinks, and a much better understanding 
of the degradation process is needed to be able to ade- 
quately predict the effect on the mission. 

I 

The spacecraft tracking function performed by the 
DSN yields, among other things, the radiometric data 
(range, doppler, time) required by the project to carry 
out its navigation function. The telecommunication link 
performance constitutes a major constraint on amount and 
quality of the data that can be provided. 
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To satisfy the requirements of a multiple-spacecraft 
mission it is planned to provide two doppler extractors at 
each 64-m antenna and one doppler extractor at each 
26-m antenna. Together with the dual uplinks at the 64-m 
stations, this will provide two simultaneous coherent 
two-way doppler streams at these stations. The 26-m 
stations will support one two-way doppler stream. Ade- 
quate carrier margin appears to be available to support 
the two-way doppler requirements, although more atten- 
tion is required on expected doppler tracking rates as 
the mission details become more clearly identified. 

There are two requirements for planetary ranging, one 
for lander science purposes and the other for improving 
the quality of the doppler data by means of the dif- 
ferenced range versus integrated doppler (DRVID) 
technique, In both cases, the maximum communications 
range presents difficulty in meeting the required acquisi- 
tion time because of marginal signal-to-noise ratios. This 
is particularly acute in the case of the lander, where the 
daily lander on time is limited by thermal and power 
considerations to approximately 2 hr, and SNR conditions 
preclude simultaneous ranging and telemetry transmis- 
sions. The project’s requirement for lander ranging acqui- 

sition time is 4 min, and this requirement is under 
evaluation to find an acceptable solution under the link 
conditions described above. 

. x- 
In addition to its S-band transponder, the Viking 

orbiter will carry a small (100 mW) X-band transponder 
to be used for radio science dispersive measurements of 
electron content in the Mars and interplanetary environ- 
ment. The X-band downlink carrier .will be coherent with 
the S-band uplink carrier and will be modulated with the 
planetary ranging code only. 

The performance margins in the X-band downlink are 
being developed at this time but do not appear to present 
a problem. Of much more concern is the multiplication 
of phase instability effects from the S-band uplink into 
the X-band downlink. 

The DSN plans to support the X-band experiment with 
X-band ranging receivers at each 64-m station in addition 
to the standard S-band ranging receivers. These receivers 
will also provide the DSN with an alternative to DRVID 
techniques for calibration of charged particle effects in 
the doppler data. The configuration of the entire DSN 
tracking system for Viking is described in Ref. 1. 

1. Mudgway, D. J., “Viking Mission Support,” in The Deep Space Network, 
Space Programs Summary 37-62, Vol. 11, pp. 12-22. Jet Propulsion Laboratory, 
Pasadena, Calif., 

2. Jet Propulsion Laboratory Document 810-5, Rev. A, DSN Standard Practice, 
Deep Space Network/Flight Project Interface Design Handbook, Pasadena, 
Calif., Dec. 15,1970. 
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it rate 

1, 2, or 4 kbps 

8% or 33% bps 
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Subcarrier 
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Uncoded engineering 
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K. W. Limes 

T. Sat0 

D. Spitzrnesser 

Mission Support Off ice 

Cornrnunicafions Elements Research Secfion 

DSlF Operofions Secfion 

Since 1967, radio scientists have used the DSN 26- and 64-m antenna stations 
to  investigate pulsars, the @ects of the s o h  corona on radio signals, to observe 
radio emissions of X-ray sources, and have used v e y  long baseline interferometry 
techniques for high-resolution studies of quasars. The various experiments are 
identified and summurized, and the published results are indicated. 

before and since formation of the panel, is shown in 
Table 1. The 26- and 64-m antenna stations of the DSN have 

been used for several years to support radio science ex- 
periments (Ref. 1). NASA, JPL, and university scientists 
have used key DSN facilities whose particular and unique 
capabilities were required for the performance of the 
experiments. In order to formalize the method of selecting 
experiments and experimenters, a Radio Astronomy Ex- 
periment Selection (RAES) Panel was formed in 1969 
(Ref. 2). Notice of the availability of these facilities was 
placed in professional journals to inform the scientific 
community that they were available for limited use by 
qualified radio scientists. No charge is made for use of 
the standard DSN facilities and equipment; special equip- 
ment, however, must be provided by the experimenters 
(Ref. 3). A number of experiments have since been pro- 
posed, evaluated, selected and performed (Refs. 4, 5 
and 6). A summary of the experiments conducted, both 

81. S 

Activities through October 31,1970, have been reported 
in Refs. 1 through 6. The scientific results of these experi- 
ments that have been published in the open literature are 
shown in Refs. 7 through 20. 

The character of the experiments being conducted indi- 
cates the unique DSN capabilities being employed. The 
very long baseline interferometry (VLBI) experiments 
depend upon the widely separated stations to achieve high 
angular resolution. The X-band VLBI and the earth phys- 
ics VLBI at S-band depend in addition on the extreme 
stability provided by hydrogen maser frequency stan- 
dards. The X-band pulsar measurements are made pos- 
sible by the very low system noise temperature and high 
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sensitivity of the 64-m antenna station. Both the stability 
and sensitivity are necessary to conduct the general rela- 
tivity experiment by VLBI techniques. 

the fine structure of quasars. This data has provided fresh 
material for discussions of the character and origin of 
these sources (Ref. 20). 

As indicated in Refs. 15, and 17 through 20, the ex- 
tremely high angular resolution of the VLBI technique 
(milliseconds of arc) along with high sensitivity, gives the 
DSN a unique capability which has been used to resolve 

A summary of recently approved experiments is shown 
in Table 2. 

1. Hall, J. R., “Radio Science Support,” in The Deep Space Network, Space Pro- 
grams Summary 37-56, Vol. 11, p. 148. Jet Propulsion Laboratory, Pasadena, 
Calif., March 31, 1969. 

2. Sato, T., et al., “Radio Science Support,” in The Deep Space Network, Space 
Programs Summary 37-61, Vol. 11, p. 153. Jet Propulsion Laboratory, Pasadena, 
Calif., Jan. 31, 1970. 

3. Bulletin of the American Astronomical Society, Vol. 2, No. 1, p. 177, 1970. 

4. Sato, T., et al., “Radio Science Support,” in The Deep Space Network, Space 
Programs Summary 37-63, Vol. 11, p. 98. Jet Propulsion Laboratory, Pasadena, 
Calif., May 31, 1970. 

5. Sato, T., et al., “Radio Science Support,” in The Deep Space Network, Space 
Programs Summary 37-65, Vol. 11, p. 132. Jet Propulsion Laboratory, Pasadena, 
Calif., Sept. 30, 1970. 

6. Sato, T., et al., “Radio Science Support,” in The Deep Space Network, Space 
Programs Summary 37-66, Vol. 11, p. 151. Jet Propulsion aboratory, Pasadena, 
Calif., Nov. 30, 1970. 

7. Moffet, A. T., and Ekers, R. D., “Detection of the Pulsed Radio Source CP 1919 
at 13 cm Wave Length,” Nature, Vol. 218, No. 5138, pp. 227-229, April 20,1968. 

8. Moffet, A. T., and Ekers, R. ID., “Further Observations of Pulsating Radio 
Sources at 13 cm,” Nature, Vol. 220, No. 5169, pp. 756-761, Nov. 23, 1968. 



9. Ekers, R. D., and Moffet, A. T., ‘Polarization of Pulsating Radio Sources,” 

10. Maxwell, A., and Taylor, J. H., “Lunar Occultation of the Radio Source 

11. Gubbay, J., et al., “Trans-Pacific Interferometer Measurements at 2300 MHz,“ 

Astrophys. J. ,  Vol. 158, No. 1, Part 2, pp. Ll-L8, Qct. 1969. 

Sagittarius A,” Astrophys. Lett., Vol. 2, pp. 191-194, Dec. 2, 1968. 

Nature, Vol. 222, No. 5195, p. 730, May 24, 1969. 

Nature, Vol. 224, No. 5224, pp. 10941095, Dec. 13, 1969. 

13. Wein, M. J., and Gulkis, S. ,  “Measurements of Jupiter in the Spectral Range 
20-24 GHz,” Bulletin of the American Astronomical Society, Vol. 3, p. 276, 
1971. 

14. Gary, B., and Gulkis, S. ,  “New Circular Polarization Measurements of Jupiter’s 
Decimeter Radiation,” Astrophys. J., Vol. 158, No. 3, pp. 193-195, December 
1969. 

12. Gubbay, J., et al., “Variations of Small Quasar Components at 2300 MHz,” 

15. Cohen, M. H., et al., “Compact Radio Source in the Nucleus of M87,” Astro- 
phys. J. ,  Vol. 158, No. 2, Part 2, pp. L83-L85, November 1969. 

Light Bending Near the Sun,” Phys. Reo. Lett., Vol24, No. 24, p. 1377, June 
15, 1970. 

16. Muhleman, D. O., et al., “Radio Interferometric Test of General 

17. Gubbay, J., et al., “The Structure of P1934-63,” Astrophys. J .  (in publication). 

18. Lampton, M., et al., “Simultaneous Radio and Optical Measurements of 

19. Shapiro, I., et al., ‘‘Quasars: Millisec of Arc Structure Revealed by Very Long 

20. Sullivan, W., “Scientists Puzzled by a Space ‘Impossibility’: Objects Moving 

Scorpius XR-1,” Astrophys. J . ,  Vol. 164, p. L-61, March 1, 1971. 

Baseline Interferometry,” Science, Vol. 172, p. 52, April 2, 1971. 

at 10 Times Speed of Light,” New York Times, April 15,1971. 



To study X-band emission of pulsar 

To test the theory of general relativity 

A. Moffet (Caltech) 

8. Burke (MIT) 

To study polorizofion characteristics of 
five pulsating radio sources at 
2295 MHz 

~ 

A. Moffet (Caltech) 

R. D. Ekers (Caltech) 

To observe southern hemisphere radio 
sources 

D. Robertson (Space Research 
Group, WRE) 

G. Nicholson (SA-CSIR) 

I .  science ex ents inwolwi 

Ex p e r i m e n 1 
Published 
findings 

Ref. 7 
Ref. 8 
Ref. 9 

DSN 
facility 

DSS 14 

DSS 14 
DSS 11 

Purpose Experimenfer Date 

May 1967 
April 1967 
May 1967 
March 1969 

July 1967 
Oct. 1967 
Jan. 1968 
April 1968 

Pulsar measurements (2295 MHz) To study pulse characteristics A. Moffet (Caltech) 

R. D. Ekers (Caltech) 

Lunar occultofion of radio 
sources (2295 MHz) 

To determine intensity and ongulor 
size of radio sources 

A. Maxwell (Harvord) 

J. H. Taylor (Horvard) 

Ref. 10 

Very long baseline interferom- 
eter (narrow data bandwidth, 
S-bond) 

To determine angular size of radio 
sources using frons-Pacific baseline 

J. Gubbay (Univ. of Adelaide) 

A. Legg (Space Research 
Group, WRE) - 

D. Robertson (Space Research 
Group, WRE) 

A. Moffet (Caltech) 

B. Seidel (JPL) 

DSS 14 
DSS 11 
DSS 12 
DSS 41 
DSS 42 

Sept. 1967 
Nov. 1967 
May 1968 
June 1969 

Ref. 11 
Ref. 12 

Study characteristics of radio 
source signals after passage 
through solor corona 
(2295 MHz) 

To determine ongulor size of radio 
sources 

R. Ekers (Caltech) DSS I 1  Oct. 1967 

Planetary radiometric 
observations 

Continuing survey S. Gulkis (JPL) 

D. Jones (JPL) 

8. Gory (JPL) 

9-meter 
antenna 

at DSS 13 

Continuing 
from 1967 

Ref. 13 

Jupiter occultation of radio 
sources (2295 MHz) 

To investigote structure of Jupiter 
magnetosphere 

B. Gory (JPL) 

D. Nicolson (South African 
Scientific Institute for 
Research) 

DSS 51 Sept. 1968 

~~ 

X-bond pulsar 

General relativity VLBl (X-band) 

July 1970 

Oct. 1970 
Feb. 1971 

DSS 14 

DSS 14 
(and MIT 
Haystack 
antenna) 

Ref. 19 
Ref. 20 using VLBl techniques to observe 

3C273 and 3C279 near solor 
occultation of the latter 

T. Clark (GSFC) 

R. Goldstein (JPL) 

A. Rogers (Haystack Radio 
Observatory) 

1. Shopiro (MIT) 
~ 

Pulsar polarization 
measurements 

DSS 14 Oct. 1970 
April 1971 

Indian Ocean VLBl (narrow 
doto bandwidth, 2295 MHz) 

DSS 41 
DSS 51 

Nov. 1970 Ref. 17 

Very long baseline interferom- 
etry (2295 MHz, NRAO 
recording terminals) 

High resolution studies of extra 
galactic radio sources 

Nov. 1970 

Jan. 1971 

J. Broderick (NRAO) 

8. Clark (NRAO) 

M. Cohen (Coltech) 

D. Jouncey (Cornell) 

K. Kellermann (NRAO) 

P. MacDoran (JPL) 

DSS 13 
(and 

NRAO 
140-ft 

antenno) 

DSS 12 
DSS 14 

Earth physics VLBl &bond) To demonstrate feosibilify of DSN- 
VLBl for geophysical applications 

X-bond VLBl DSS 14 
(and MlT 
Haystack 
antenna) 

Feb. 1971 To study structure of extra galactic K. Kellermann (NRAO) 

M. Cahen (Caltech) 

8. Clark (MRAO) 

sources with improved resolution 



Experimenl Purpose Experimenter DSN 
facility Date Published 

findings 

Jupiter radiation belt study To measure intensity of beamed 
radiation and its variation with 
Juoiter rotation 

S. Gulkis (JPL) March 1971 

April 1969 

DSS 14 

DSS 14 
DSS 11 
DSS 12 
DSS 13 

Solar scintillation (2295 MHz) To determine solar wind characteristics R. Ekers (Coltech) 

1. Little (Caltech) 

Ref. 14 

Ref. 15 

Ref. 16 

Ref. 17 

Ref. 18 

Jupiter polarization experiment 
(2295 MHz) 

Very long baseline interferom- 
eter (NRAO wideband ~ 

terminal, S-band) 

Circular polarization measurements of 
Jupiter at 13 cm 

To determine angular size of radio 
sources using trans-Pacific baseline 
and wideband system 

B. Gary (JPL) 

S. Gulkis (JPL) 

M. Cohen (Caltech) 

A. Moffet (Caltech) 

D. Shaffer (Caltech) 

B. Clark (NRAO) 

K. Kellermonn (NRAO) 
D. Jauncey (Cornell) 

S. Gulkis (JPL) 

D. Muhlemann (Caltech) 

R. Ekers (Caltech) 

E. Fomalont (Caltech) 

J. Gubbay (Univ. of Adelaide) 

A. Legg (Space Research 

D. Robertson (Space Research 

Group, WRE) 

Group, WRE) 

A. Maffet (Caltech) 

B. Seidel (JPL) 

M. Lampton (UC-Berkeley) 

S. Boyer (UC-Berkeley) 

J. Welch (UC-Berkeley) 

G. Grasdalen (UC-Berkeley) 

DSS 14 

DSS 14 
DSS 42 

April 1969 
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G. A. Madrid 
Tracking and Orbi f  Deferrninafion Section 

The means by which calibrations for Deep Space Network (DSN) tracking data 
will be provided to the Mariner Mars 1971 project is described. The scope and 
accuracy of calibrations for distinct error source components is stated and a 
description of the software to compute and provide calibrations for transmission 
media and platform observable errors is furnished. Utilization of these calibra- 
tions will permit the DSN to satisfy the project's navigational accuracy require- 
ments of 250 km at encounter minus 30 days. 

1. 

The tracking system analytic calibration (TSAC) activ- 
ity has been initiated within the DSN to provide to the 
Mariner Mars 1971 Project, in a timely fashion, calibra- 
tions for platform observables and the transmission media 
effects. A breakdown of the error sources considered 
under these two classifications is shown in Table 1. Also 
shown in this table are the accuracy to which these error 
sources are expected to be calibrated during the Mariner 
Mars 1971 mission. 

SAC will utilize computer programs which will pro- 
cess the calibration inputs and provide calibration 
parameters. One program, called PLATO, will provide a 

table of functional values to permit corrections for varia- 
tions in the earth's rotation rate (UT1) and the motion of 
the pole. The other program, MEDIA, will define range 
corrections for charged particles and tropospheric refrac- 
tion as polynomial functions of time. The charged-particle 
corrections will be computed utilizing the newly devel- 
oped Differenced Range Versus Integrated Doppler 
(DRVID) technique.l 

1During the Mariner Mars 1969 Extended Mission, MacDoran and 
Martin (Ref. I )  demonstrated the practicability of obtaining 
DRVID as a measure of charged-particle effects on a doppler 
signal. During the Mariner Mars 1971 mission, the DSN will use 
DRVID to provide to the Mariner Mars 1971 Project a calibration 
for two-way doppler from DSS 14. 



The performance of the TSAC function will depend on 
a reliable data collection process, certified software to 
process the data, and dependable operating plans and 
procedures. 

The data required to be collected for the TSAC func- 
tion consists of locations of the tracking stations, polar 
motion data, universal time (UT1) information, DRVID 
data from DSS 14, and data for tropospheric corrections. 

DSS location infofmation will be obtained through an 
analysis of selected data from prior missions (e.g., 
Mottinger, Ref. 2) and will be provided to the mission on 
punched cards prior to launch. 

Polar motion information will be received for the 
Bureau International de I'Heure (BIN) and the Interna- 
tional Polar Motion Service (IPMS) on a weekly basis 
during cruise and on a daily basis during encounter. 

Time (UTI) information will be obtained from the 
U. S .  Naval Observatory (USNO) and the BIH on a simi- 
lar basis as polar motion data. 

DRVID data will be taken at DSS 14 whenever the 
Tau ranging equipment is operated. The DSN will take 
DRVID data at least three times a week during cruise 
and four times a week just prior to encounter. These 
passes will be divided between the two Mariner Mars 
1971 spacecraft. The DRVID data will be treated as an 
observable and transmitted to the SFOF on the tracking 
data stream. 

ata for tropospheric corrections are based on past 
history of the temperature, pressure, and humidity pro- 
files obtained from radiosonde balloon sites located near 
the tracking stations to be used for Mariner 
These data will be prepared prior to launch and input 
to the TSAC software for computation of the calibra- 
tion polynomials. 

The MEDIA Subassembly takes its name from its 
title, the Transmission Media Subassembly. Figure P 
illustrates how the two subassemblies will interact with 
the other SFOF tracking system software in the IBM 
360/75 and the orbit determination software in the 
Univac 1108. DRVID data will come in from DSS 14 
over the teletype or high-speed data lines and will be 
processed by a tracking data input processor assembly 
which will in turn place the deciphered data into a mass 
storage record, termed the system data record (SDR). 
Once in the SDR it becomes available to MEDIA, which 
operates in real time whenever tracking data- are being 
processed. Troposphere inputs to MEDIA may be en- 
tered also during this time. A functional flow diagram 
of the MEDIA processing is given in Fig. 2. 

PLATO, the other subassembly, will concern itself 
with producing calibration tables for UT1 and polar 
motion. Since these parameters may be considered as 
platform observables, the subassembly is named PLAT0 
after Platform Observable Subassembly. This subassembly 
operates in a non-real-time (batch) mode in the IBM 
360/75 processing card inputs containing raw timing 
(UT1) and polar motion data. Figure 3 outlines the pro- 
cessing function performed within PLATO. Output des- 
tined for orbit determination use is in punched cards. 

2. Software accuracy. Both MEDIA and PLATO use 
least-squares fitting techniques to achieve their objec- 
tives. MEDIA fits a polynomial to the data as shown in 
Fig. 4. The error actually incurred in the doppler cannot 
be determined directly since the range correction is con- 
verted to a doppler correction in the orbit determination 
process. An approximate evaluation of the error can be 
obtained, in the case shown here, by merely comparing 
the derivatives of the original polynomial used for simu- 
lation and that of the polynomial fitted to the noisy data. 
The results of this comparison are shown in Fig. 5. The 
calibration of charged-particle effects will produce a 
polynomial for every pass of a spacecraft over DSS 14 
where ranging is taken. The polynomial will define the 
range change error 

c 
Aps(t) = (DRVID) 

where C is the speed of electromagnetic propagation in 
a vacuum. 

re designe The computer software which will 
TSAC activity during the Mariner Mars 1971 

mission will operate as an assembly under the SF F 
Tracking Software Subsystem. This assembly (or pro- 
gram) will consist of two subassemblies (or subprograms). 

The data being fitted in the case shown in Fig. 4 are 
simulated data from a quadratic function with l-nano- 
second (ns) noise added. As we can see, the fitted poly- 
nomial approximates the original signal to within 1 ns. 
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Much of the difference is due, not to the noise, but to 
the fact that the least-significant unit in the received 
DRVID data is a nanosecond and therefore the values 
from the original polynomial appear truncated. As can 
be seen from Fig. 5, however, neither the noise nor the 
truncation affects the fit sufficiently to alter its deriva- 
tive. The maximum error that would affect the doppler 
signal would be on the order of 0.5 X le4 Hz. Typical 
charged-particle effects on doppler due to the earth's 
ionosphere are of the order 2 X Hz (private com- 
munication with B. D. Mulhall). Similar tests with noise 
levels of up to 20 ns have indicated that the fit can re- 
cover the original signal to within 3 ns. 

Another segment of the error which cannot be elimin- 
ated completely is due to system drift. On the equipment 
used for the Mariner Mars 1969 Extended Mission, the 
range of this drift was established by Martin (Ref. 3) to 
be less than 10 ns for periods approximately equivalent 
to those of a tracking pass. Experience on the current 
equipment has been insufficient to establish the drift 
characteristics, but, assuming them to be similar to those 
of its precursor, errors can therefore be presumed to 
induce an uncertainty of about 10 ns. 

Troposphere zenith range effects are computed by 
MEDIA using past time histories of surface pressure, 
temperature, and relative humidity at radiosonde balloon 
sites near the DSS site to be activated for the mission. 
Recent studies by Qndrasik and Thuleen (Ref. 4) have 
indicated that the total zenith tropospheric range effect 
on a radio beam seldom varies more than 5% from 
the yearly average. By using monthly averages of tropo- 
sphere parameters from previous years, an estimate of 
the zenith range correction can be computed accurately 
to within 5%. The subassembly uses an expression by 
Berman (Ref. 5) to compute the total effect of the 
troposphere at the zenith. Mapping tables are provided 
in the orbit programs to calculate the effect at decreas- 
ing elevation angles. The error due to this mapping has 
not been clearly established but estimates place it some- 
where in the order of 1 to 2%. 

The PLATQ subassembly was developed to replace 
the Timing Polynomial (TPQLY) program (Ref. 6) devised 
to support other JPL missions. PLATQ utilizes the least- 
squares process to fit raw time and polar motion data 
and then to extrapolate to those periods for which time 
and polar motion corrections are required. Figure 6 illus- 
trates how error enters the extrapolation process. In 
Fig. 6a an extrapolation is carried out by extending the 
tangent to the fitted curve out to a period of interest. 

Predictions for time are obtained by the linear extrapola- 
tion of UT1 and for the pole by a circular fit to the 
motion of the pole. In Fig. 6b it is evident that, as new 
data are admitted, the fitted polynomial begins to diverge 
from the predicted points. If the newly received data 
begins at time x and ends at time y, the difference be- 
tween the actual and predicted values of A.l-UT1 at 
t = y forms the main processing error to be committed. 
Chao (Ref. 7) found the total error including processing 
noise on the data by using these predictions in the orbit 
determination process to be on the order of 5 milli- 
seconds (ms) on the average when weekly prediction 
intervals are taken. Polar motion is handled in much the 
same way. Chao and Fliegel (Ref. 8) have determined 
that the error on the raw polar motion data is on the 
order of 0.7 m in the x and y directions,2 while the pro- 
cessing effects are on the order of 0.2 m. Thus, the com- 
bined effect for polar motion is expected tc lie between 
0.7 and 0.8 m. 

perations 

Operation of the TSAC function involves personnel 
from the tracking station (DSS 14), the Tracking and 
Orbit Determination Section (391), and the DSN Qpera- 
tions and Engineering Section (401). Figure 7 diagrams 
the functions to be performed in the operations and 
identifies the personnel and groups responsible for them. 

Current scheduling plans call for MEDIA to be oper- 
ated within one hour after the receipt of each pass of 
data. Each pass can be processed in approximately 
5 min. However a visual analysis of the results must be 
performed prior to certification. If there is any dissatis- 
faction with the results, the subassembly will be re- 
initiated until certification is possible. This process may 
take as much as an additional hour of time. Calibration 
data will be provided whenever DRVID is being taken 
during the mission and during the extended mission 
(orbital phase). Troposphere and station location data 
are prepared prior to launch and, although changes can 
be made in-flight, it is assumed that the data provided 
initially will satisfy the accuracy requirements. 

The operation of PLATO does not represent a problem 
as it need only be run on the batch mode of the IBM 
360/75 on a weekly basis during cruise and on a daily 
basis near encounter. Running time for PLATQ is less 
than 2 min. 

2The standard reference system for recording polar motion is an 
r and y orthogonal system centered at the pole at a specified epoch, 
viz, the 1903 BIH pole. 
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The Mariner Mars 1971 Roject has placed a require- 
ment of 250 km (30) in the B direction3 on the navigation 
accuracy required at encounter minus 30 days. A low- 
order approximation of the effect the calibrated errors 
will have on navigation accuracy can be made by means 
of simple transformations. An estimate based on the 
values found in Table,l indicates an expected 3-sigma 
value of 180 km in the B direction. 

The effect of an overseas station, which is not cali- 
brated for charged particles is about 540 km (30). How- 
ever, because of the weight given to these data during 
the orbit determination process, the effect of two such 
stations will be diminished so that the overall effect 
approaches that of the station with the lowest uncer- 
tainty. Thus, the DSS 14 statistics will dominate the 
overall network effects. 

3The unit vector B is a vector pointing from the spacecraft to the 
center of the target planet and perpendicular to the incoming 
asymptote. 

A 

Now, in addition to the tracking station errors, there 
are other errors which can also have a distinct influence 
on navigation. These are errors in the mass of Mars, the 
astronomical unit, spacecraft ephemeris, dynamical state 
of the spacecraft (gas leakages, uncoupled forces, radia- 
tion pressure, etc.), and the ephemeris of other astronom- 
ical bodies. Reynolds, Mottinger, and Ondrasik (Ref. 9) 
have indicated that the overall effect of these errors is 
approximately 75 km (30). Combining this with the 
180 km (30) for the station errors, we obtain as a root- 
sum-square the total error estimate of approximately 
195 km (30) which is well within the 250 km.(30) con- 
straint. Without the charged-particle calibration at 
DSS 14, the total estimated error in the B direction is 
310 km (30). 

We conclude that, if the DRVID calibration as well as 
the other pertinent media and platform calibrations are 
collected in a timely fashion and properly applied, the 
navigation error budget for Mariner Mars 1971 will be 
met, thus increasing the probability of attaining the 
orbital insertion goals set by the project. 
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Classification 

Platform 
observables 

Transmission 
media 

Error source I Accuracy 

DSS locations 

Goldstone 

Overseas 

Timing (A.l-UTI) 

Polar motion 

Charged particles' 

Troposphere (1.0' 
elevation cutoff) 

ore 5 0.6 m, ox 5 2.0 m 

or* 5 1.1 m, UA 5 3.0 rn 

4 rns 5 am1 5 5 ms 

0 . 7 m < o m 5  0.8m,0.7m <ow< 0.8m 

oAp/pass 5 0.75 m 

uAp/pass 5 0.5 m 

"This calibration will only be applied to data from DSS 14 as this 
is the only site with DRVID 
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C. C. Chao and 1. D. Moyer 
Tracking and Orbit  Determination Section 

The current tropospheric calibration in DPODP assumes that the direction of 
the ray path after it exits from the troposphere is parallel to the true line-of- 
sight. Such an assumption will induce a sizable error for near earth tracking at 
low elevation angles. This report examines such effect and gives the additional 
corrections to the present tropospheric calibration for near-earth tracking. 

As an operational simplification, the tropospheric cor- 
rections employed in the JPL Double Precision orbit 
Determination Program assume that the direction of the 
ray path after it exits from the troposphere is the same 
as it would be if there were no atmosphere. This assump- 
tion, for distant spacecraft, is consistent with the formu- 
lation of the current orbit determination software which 
had as one of its design goals the ability to compute 
range differences (obtained by counting doppler over a 
tracking pass, 2 1 2  h for deep space probe) to an accu- 
racy of 0.1 m. The error in the tropospheric range 
correction caused by the above approximation to the 
ray-path direction is shown to be less than this 0.1-m 

design goal for Earth-spacecraft distance greater than 
5 X lo4 km (8 earth radii). However, for low-orbiting 
earth satellites, failure to account for the true ray-path 
"exit" direction can cause errors exceeding 1 m in the 
differential tropospheric refraction correction applied 
during a tracking pass to the counted doppler at low 
elevation angles. An earlier paper (Ref. 1) indicated the 
similar effect for optical data. 

Three types of trajectories were investigated, and the 
results indicated that such additional effect becomes in- 
significant when the range of the spacecraft is greater 
than 8 earth radii or when the elevation angle is greater 
than 10 deg. 
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The true correction for range when the spacecraft is 
at S in Fig. 1 should be the difference between the ray 
path OKS' and the true range OS or p, which can be 
expressed as: 

, 
The current model of troposphere correction used in 

the JPL Double Precision Orbit Determination Program 
(DPODP) was derived under the assumption that the 
direction of the ray path after it exits from the tropo- 
sphere is parallel to the true line-of-sight (Ref. 2). The 
range and range rate correction for either down leg or 
up leg is computed by the following empirical formulae: 

= (OKS - OT) - (OS - OT) 

where OT is parallel to KS and ST is normal to both of 
them. Thus the quantity OKS - OT is just-the range 
correctioD by the current formula (Eq. 1) at a slightly 
different elevation angle y2 (Fig. 1). 

where A and B are constants determined empirically, 
and 

Since Aa is small, we can expand Ap(y - Aa) in a 
Taylor series and neglect second-order terms: 

y = elevation angle 

N o i  = surface refractivity of station i 

T = doppler averaging time in seconds 

+ = rate of elevation angle change 

The range correction made by Eq. (1) can be explained 
geometrically from Fig. 1. For a spacecraft at S with an 
elevation angle y and a distance p, away from the track- 
ing station 0, the range correction is the difference be- 
tween the ray path OGS'l and the true range OS, where 
GS' is parallel to OS under the previous assumption. The 
line SS' is perpendicular to both OS and GS'. The range 
rate correction made by Eq. (2) is the rate of change of 
range correction from Eq. (1) for the given elevation 
angle. For deep-space spacecraft, the range becomes so 
large compared to the distance h that the true ray path 
OKS tends to coincide with the assumed ray path OGS' 
from the above formulae. For near-earth spacecraft, the 
exit-ray path direction becomes no longer parallel to 
the true line of sight OS and consequently, the range and 
range rate corrections made by the above formulae will 
induce an error which is a function of p and h. To ac- 
count for such additional correction, the following analy- 
sis is made. 

(4) 
' l y  

The first term on the right hand side gives the range 
correction at y when the spacecraft is assumed at infinity, 
and is the current DPODP correction (Eq. 1). The re- 
maining two terms are the additional correction for near- 
earth spacecraft. 

The range-rate correction, by definition, is the time 
derivative of the range correction. From Eq. (4) with 
Aa = h/p (Fig. 1) we have 

1 dAp dh + -- {(Aa)' - - +(ACT) + $p(Aa)' 
h dY dY 

The first term corresponds to the DPODP correction 
by Eq. (2). The five remaining terms are additional cor- 
rections. Two terms among the five are of second order 
in Am. However, before we know the magnitude of j 
which is contained in the two terms, it is better to retain 

1The propagation time along OGS' multiplied by the speed of light C .  
2The propagation time along OKS multiplied by the speed of light C .  



them for this analysis. Let us define these additional 
corrections for range and range-rate as S p  and 86, re- 
spectively. One can rewrite them as: 

(7) 

The two derivatives, d2Ap/dy2 and dAp/dy can be ob- 
tained from the ray trace program (Ref. 3). An expres- 
sion for the offset h is derived as follows. 

From the triangle CBK in Fig. 1, we have 

sin i sin CBK 
CB CK (8) 
-- - 

which will lead to 

R ,  sin i 
sin (+ + @) 

- R,] cosyz h = OB COS yz =: (9) 

Since 

y z  = 90deg - (+ + @) 

( 10) h = R, sin @ - R, sin (+ + @) 

The quantities R, and R, are the distances from geocen- 
ter to the tracking station 0, and the outer edge of the 
troposphere, respectively. The angles + and @ are the 
results from the ray trace program. 

I 
The derivatives in Eqs. (6) and (7) together with the 

distance of the ray path deflection h were computed by 
the ray trace program and plotted in Figs. 2 to 4 for low 
elevation angles where the additional effect 8p, Si be- 
comes important. A bi-exponential profile of refractivity 
( N D  = 290, H D  = 7.0 km, N ,  = 40, H ,  = 2.0 km) was 
assumed in the calculation. 

The value of ~a depends on the elevation angle and 
the range of spacecraft (Aa  = h/p). For a given elevation 
angle, the additional range correction Sp (Eq. 6) is in- 
versely proportional to the range p. The variation of 6 p  
with elevation angle and range is plotted in Fig. 5. The 
solid curves are the equal 6 p  lines. For instance, at 1 deg 
of elevation the value of Sp decreases from 1 m at 
p z 900 km down to 0.1 m at p 9000 km. The two 
broken lines represent the variation of range with eleva- 
tion angle for two geocentric circular orbits of altitudes 
200 and 1000 km. If we follow the circular orbit of 
200 km altitude, the additional range error Sp; is about 
3 m at zero elevation angle and decreases below 0.1 m 
above 3 deg elevation. 

When the range increases to the lunar distance, as 
seen from Fig. 5, the additional range error Sp reduces 
to about 0.01 m at zero elevation angle. For interplane- 
tary distances, such error is vanishingly small. 

Based on the above analysis this additional error needs 
correction for 0.1-m design goal only for near-Earth 
tracking ( p  5 4.5 X lo4 km) at low elevation angles 
( y  < 10 deg). 

The additional range rate correction S p  is a function 
of y, p the time rate of elevation angle change .jl and the 
range rate p, all of which depend on the particular geom- 
etry of the orbit and the latitude of the tracking station. 
Three different types of trajectories were investigated: 
(1) Geos-C orbit (SMA = 7674.7 km, apogee = 7860 km, 
inclination 20 deg), (2) Lunar orbiter (Surueyor) and 
(3) close approach of Mariner Mars 1971 spacecraft. The 
values of these additional range rate effects S p  were com- 
puted and tabulated in Table 1. 

Although such additional effects become negligibly 
small for the radio tracking of deep-space probes, it is 
recommended that such effects should be considered or 
corrected when the DPODP is used for: 

(1) Those deep space or lunar missions having low 
elevation angle tracking data during the launch 
phase ( p  < 4.5 X lo4 km) which is important for 
the orbit determination, i.e., the 0.1-m precision in 
integrated doppler is required in this period. 

(2) The orbit determination of earth satellites with the 
same required precision and the data at low eleva- 
tion angles are desirable. 
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0. H. von Roos 
Tracking and Orbi t  Determination Section 

An analysis is made of two diflerent methods for determining the total electron 
content of the plasma existing between a spacecraft and the Earth. I t  is shown 
that the two methods complement each other. The dual frequency method is 
capable of measuring the structure of a plasma inhomogeneity, whereas the 
DRVID method is capable of locating this inhomogeneity within the ray path 
of the electromagnetic tracking signal. 

because time variations of N are measured in minutes for 
typical solar plasma inhomogeneities (plasma clouds). Suppose, an electromagnetic signal (either a continuous 

or a modulated wave) is propagating along the x axis of a 
Cartesian coordinate system toward a spacecraft. I t  will Equation (l) be solved the 
then interact with the interplanetary plasma. For the high 
frequency involved (W Z 1O1O sec-I) only the electrons of 
the plasma will contribute to the degradation of the signal. 
Assuming that the electron density N depends only on x 
and the time t, that is N = N (x, t),  it can be shown that 
the field equation for the amplitude of the electric field E 

(3) E = ,i(kn+F(z?, t ) - w t )  

Inserting Eq. (3) into Eq. (l), we obtain for F the fol- 
lowing equation: 

(4) 
of the wave is given by aF 1 aF a! -+--=-- 

ax c at 2kc2 (', t, 
1 *. a - V 2 E + - E =  - - N ( x , t ) E  

C2 C2 

the electric field is polarized in a direction perpendicular 

(l) neglecting (dF/dx)z and d2F/dx2, since it can be shown 
that these terms are small compared to kz. The solution 
Of Eq* (4) for = O when O, is 

to x, the direction. of propagation. a = &e2/m. A term of 
the order of o- lN  has been neglected in Eq. (l), since 
surely dx' (5) 

0-1 I;I < < N (2) with an as yet undetermined integration constant C. 



A phase point (wave crest) moves with a velocity dx/dt Likewise, for the downlink transit time T, for arrival at 
the earthbound receiver we have obtained from 

R 
C C 

kx - & lx dx’N(x’,t + -wt = O  (6)  To =- x,TD + To - + t )  dx 

If at t = 0 the distance x traveled by the phase point is 
zero, or in other words the wave crest in question is 
emitted at t = 0, then C = 0 and the integration constant 
is determined. Neglecting N in Eq. (6) leads to 

where 00 is the transponder frequency of the spacecraft 
(usually 24’0/(221)~). The total roundtrip time is Tu + TD 
and the apparent range is defined as: 

dx 
x = ct, or - - dt 

Eq. (10) and (11) apply to the phase velocity. For the 
group velocity of the modulated signal Eqs. (10) and (11) 
apply if a is replaced by -a, as already stated. Fro 

the vacuum value for the phase velocity. But since the 
derivative of the integral in Eq. (6) is small compared to k 

Anything better would only lead to second-order effects 
which have been neglected here in the first place. Accord- 
ingly, the phase may be expressed by: 

we may Eq’ (7) for the time Of in Eq’ (6)* Eqs. (lo), (11), and (12) we find 

R’ = R - -&kR [ N ( x ,  + t )  

kx - & [ N (x‘,:) dx’ - = 0 (8) 

from which it follows that the instantaneous phase velocity 
at x and t = t‘ = x/c given by 

a i = u , ( x , t )  = c  l + - - - N ( x , t ’ )  ( 2 2  
(9) 

as intuitively expected. For rapid fluctuations of N and 
low frequencies, however, the result (9) would be totally 
inadequate. The group velocity is also given by Eq. (9) 
if a is interchanged with -a. 

Let us now suppose that a particular wave crest is 
emitted from the antenna at position x = 0 at time t .  
Let us also suppose that the true distance to the space- 
craft, the range, is R (in meters). Then the transit time 
Tu (U for uplink) for arrival at the spacecraft is 

C 

The apparent range for the modulation (group velocity) is 

(14  R” = R + 2- (integral of Eq. 13) 402 

This is true, since the time TU and T D  in the argument of 
the electron density may be expressed by c-’R, c-’R’ or 
c-lR’‘ , the difference between any of these choices being 
of second order. Forming the “differenced range minus 
integrated doppler” (Ref. 1) we have the equation1: 

(t)  = R”(t) - R’(t) = &lR[ N 

+ 
(15) 

The quantity needed to correct the doppler data (phase 
velocity) is then 

(t) = - -- (R”( t )  - R’(t)) I d  
2 dt 2 dt 

- -- 

(16) 

‘Disregarding the doppler shift which is trivially incorporated, if 
needed. 
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We turn now to the dual-frequency method extensively 
used by the Stanford group (e.g., ef. 2). The method 
consists in transmitting simultaneously two signals at two 
different frequencies along the ray path toward the space- 
craft. The delay time difference is measured at the space- 
craft and telemetered back to earth. From Eq. (1) we find 
for the time difference: 

Where o1 and 0, are the two frequencies (usually 50 and 
425 MHz). The apparent range change is then for the 
dual-frequency method (DFM) 

DFM(t) = CAT (18) 

f the group velocity is employed, the sign of a! changes in 
Eqs. (17) and (18). We see that the DFM measures only 
the uplink electron content. But from Eqs. (15) and (18) 
we obtain 

which is a measure of the downlink electron content alone. 
There is, however, no new information in Eq. (19), since 
it is the one way information of Eq. (18) shifted by R/c in 
time. From Eq. (15) it is obvious that if the electron con- 
tent changes significantly in times short compared to the 
transit time of the signal, the analysis of the interplanetary 
plasma is hampered by the occurrence of the two integrals 
in Eq. (15), one being shifted in time by the amount R/c, 
the transit time. Large and fairly quick electron content 
changes can happen when a plasma cloud emitted from 
an active area of the sun passes the raypath (Refs. 3 and 4). 

To see more clearly what is involved, let us take a 
plasma cloud of length L which is entering the ray path 
at t = 0. We also assume for simplicity that the width of 
the cloud is short compared to the range R and that there- 
fore the transit time through the cloud is negligibly small 
compared to R/c. Further, we assume a parabolic elec- 
tron density distribution within the cloud with maximum 

at the center. If this cloud enters the raypath at x = xo, it 
may conveniently be described by the following expres- 
sion: 

Here 8 (x) is the delta function and S (t) the step function 

Ofort < 0 
S ( t )  = 

l fo r t  > 0 (21) 

To simplify the analysis, let us investigate the integrals 

I z =  ~ R [ N ( x , $  + t )  + N ( r , y -  2R - + t ) ] a x  

representative for the DRVID data, Eq. (15) and 

I , = [ N ( x , r + t  C 

representative for the DFM data, Eq. (17). 

With the plasma cloud given by Eq. (2) we have 

I ,  = L N ,  [ 1 - $(: 0 (: + t )) '3 

and 

I ,  = I ,  + L N , [  1 - 

2R - x0 
C 2, 

Four examples of Eq. (24) and (25) are depicted in 
Fig. 1. By and large, characteristic values of the various 
parameters have been chosen for the computation of these 
curves. It is clear from these figures that the time rate of 
change of the electron density within the plasma cloud is 
measured differently between D 
course, we know from our previous analysis that the 
data give a direct measure of ele 
variation, whereas D ID degrades this information. 
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Let us look more carefully at the statement just made. 
We strip the analysis from all unessentials such as con- 
stant factors, etc. The conclusion is, simply, that DRVID 
measures the quantity: 

Q, (t) = N (t) + N (t + 8) (26) 

where N (t) is proportional to the electron density of the 
plasma inhomogeneity. The DFM however, measures 

* (t) = N (t) (27) 

and, therefore, gives a direct measurement of the structure 
of the plasma cloud. Now, it is important to notice that the 
delay time 8 of Eq. (26) actually can be measured by 
DRVID. This delay time determines the location of the 
cloud within the ray path. The DFM is incapable of fur- 
nishing this information. The determination of the loca- 
tion of a plasma cloud in the ray path is done by an 
autocorrelation analysis of the tracking data, or what it 
amounts to in our simplified analysis, the quantity cp ( t )  of 
Eq. (26). For details see Ref. 3. However, even with the 
knowledge of S in Eq. (26), the determination of N ( t )  
meets with difficulties. For, if @(t) is known and S is 
known, the solution of Eq. (26) is 

W 

N ( t )  = a  r, (- 1)"'lcp.t - nS) 
n = l  

+ (1 - a) 5 (- l)"Q,(t + nS) (28) 
n = o  

where a is an integration constant to be determined by the 
initial conditions (no cloud prior to a certain time for 
instance). In any case, we see that the determination of 
N (t)  hinges on values of cp (t) measured at many different 
times. If E is the error of a measurement of ( t )  and if n 
values of cp (t) are needed in each of the sums of Eq. (28), 
the error in the determination of N ( t )  would roughly be 

Assuming that the DFM has the same accuracy as 
DRVID, the error in determining the solar plasma cloud 
structure would only be E, which may be considerably 
less than the accuracy of the DRVI cloud structure de- 
termination. For S = 4 min and the passage of the cloud 
through the ray path lasting 40 min, we need about 
2 * 40/4 = 20 terms in Eq. (28). The inaccuracy of Eq. (26) 
versus Eq. (27) would be 4.5 times worse in this case. We 

have not mentioned the inaccuracy in the value of 6. This 
brings in additional errors in the cloud structure deter- 
mination by DRVID which are difficult to ascertain. 

There is, however, another method for determining S, 
assuming only one cloud is present, that avoids the corre- 
lation analysis mentioned earlier. It consists simply in the 
following: There is a point in time when DRVID ceases 
to pick up information from the cloud on the downlink. 
This happens when the round-trip time from the cloud to 
the spacecraft and back is equal to the time for the cloud 
to just have left the ray path. This time is given by 

where L, is that part of the cloud that affects only the 
uplink information. DRVID and DFM become identical 
(Eqs. 22 and 23). But the time L,/v is equal to the time 
difference between the time DRVID and DFM become 
equal and the time the cloud ceases to affect the data. 
L,/v can therefore be measured. Knowing the range it is 
now easy to compute xo, i.e., the location of the tail end of 
the cloud. A similar analysis shows that the location of the 
front end of the cloud may be determined by Eq. (29) 
where now L,/u is the time difference between the time 
the cloud starts to affect DRVID and the time it starts to 
be seen by DFM. 

To summarize this analysis, we wish to make the fol- 
lowing statements: Given that the inherent accuracy of 
the DFM and DRVID are the same, and there is no reason 
to believe otherwise, the two methods complement each 
other nicely. Whereas DRVID alone is capable of locating 
solar plasma inhomogeneities, the DFM alone is capable 
of determining the structure (that is, the spatial electron 
density variations) of a solar plasma inhomogeneity. It is 
felt therefore, that if both methods are available, a great 
deal more can be learned about the solar wind of which 
so pitifully little is known to this date. 

The author is grateful for discussions with Jack Lorell 
and Harry Lass. Particularly appreciated is the computa- 
tional assistance given by Brendan Mulhall. 
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V. J.  Ondrasik and D. W. Curkendall 
Tracking and Orbi t  Defeminat ion Secfion 

An approximation to  the topocentric range rate of a spacecraft is developed 
which is first order in both the time past epoch and the ratio between the dis- 
tance of an observing station from the geocenter and the geocentric range. This 
approximation is compared with a numerical integrated trajectory to  obtain some 
idea of the duration over which it may be reliable. The development is extended 
to include an analytical determination of the errors in the spacecraft state produced 
by errors in the range rate data. I t  is also shown how range data may  be incor- 
porated into this cursoy error analysis. The partial derivatives of the gravita- 
tional geocentric acceleration with respect to range, declination, and right 
ascension are obtained analytically and shown graphically. 

he determination of an orbit from range and range 
rate data and obtaining a measure of the accompanying 
errors is a complicated process. The physical understand- 
ing of this process is greatly enhanced if it is possible to 
develop a simple analytical theory, which although only 
an approximation, contains the pertinent features of the 

s direction was taken 
. 1) in their classical 

paper describing the information content of a single 
pass of doppler data when the geocentric range rate, 
declination, and right ascension may be assumed to be 
constant. Curkendall and McReynolds (Ref. 2) extended 

the theory to include first-order temporal variation in 
these quantities. The development which will be under- 
taken here is a refinement of the Curkendall and 
McReynolds approach and not conceptually a new 
method. Some new features which are presented are: 

(1) Analytical derivation of the partial derivatives of 
the geocentric gravitational acceleration with re- 
spect to range, declination, and right ascension. 

(2) Completely analytical description of errors in the 
full spacecraft state produced by station location 
errors. 



An attempt is also made to obtain a better idea of how 
and when this first-order theory is no longer reliable. 

From the coordinate system shown in Fig. 1, it is 
easily seen that the magnitude of the topocentric range 
vector p may be written as 

p = [(x - r,  cos p)2 + (y - r, sin p)2 + ( z  - zs)zll/z 

(1) 

For a distant spacecraft the range equation may be 
put in a more convenient form by expanding the right- 
hand side of Eq. (1) in terms of the small quantities rs / r  
and z,/r as given below: 

p = r (  

1 rs2 1 x2 

2 r2 2 r2 
+ - - [ 1 - - (- + f ) 

- -- (-cos p + 
r 

r,  zs z x 
r r r  

2 r2 

Deleting terms higher than the first order in r,/r and 
zJr from the above equation and expressing the space- 
craft coordinates in terms of a spherical system 
result in a very simple approximation for p, which is 
shown below. Starting with this equation, techniques may 
be developed that are extremely useful in interpreting 
various physical situations. 

p z r - [r ,  cos 6 cos (q - a) + z, sin 61 (3) 

where 

r = geocentric range 

6 = declination 

a = right ascension 

The range rate to the same accuracy may be obtained by 
differentiating Eq. (3) with respect to time and is given 
below: 

. *  

p r - z, 6 cos s + r, (+ - 6 )  cos 6 sin (p - a) 
+ r,  i sin 6 COS (p - a) 

e 

(4) 

After deriving an expression similar to Eq. (4), 
Hamilton and Melbourne (Ref. 1) proceed under the 
assumption that i., 6, and a are constant. Curkendall and 
McReynolds (Ref. 2) have shown that the analysis is 
improved if the spacecraft variables in Eq. (4) are ex- 
pressed as first-order expansions in time, as given below: 

i = i., + Yo t 
6 = 6, + sot 

s = i ,+6' , t  
a = a o + & t  

(Y = & " + g o t  

where a, denotes that the quantity a is evaluated at 
t = 0. Substituting the above set of equations into Eq. (4), 
and assuming, for the present, that 

p = p o  + Got  

yields the following first-order expansion of the topo- 
centric range rate in both rs / r ,  z s / r  and time: 

p(t) z io - z,  6, cos 8 ,  + r8 (Go - (Yo) cos so 
x sin (po + Go t - a) 
+ r,  io sin 6, cos (9, + Go t - ao) 
+ [ ;b + z ,  b , ~  sin 6, - z,  So COS salt 
+ r,  [ - ((Po - 2 &,) 6, sin 6, 

- 2, cos a,] t sin (q0 + Go t - ao) 
+ rs [ - ((0, - 6,) io cos so 
+ 8,2 cos 8, + 6, sin a,] t cos (Go + po t - ao) 

.. 

(5) 

This equation is not in a suitable form for analysis be- 
:awe ;,, go, and Go are not independent of ro, ao, So, io, 
a,, and io. 



efore initiating the derivation for ?, ii’, and Z, it is 
convenient to obtain some relations between the unit 
vectors, i, in the Cartesian and spherical coordinate sys- 
tems. These relations may be obtained by obtaining from 
Fig. 1 the following equations: 

i, = cos 6 cos a i, + cos 6 sin a i, + sin 6 i, 

i, = - sin a i, + cos a i, (6) 
i a  = - sin 6 cos CY i, - sin 6 sin 1~ iv + cos 6 i, 

Since the Cartesian coordinate system is assumed to be 
an inertial frame of reference, 

iz = iv = i, = 0 

and 

i, = S is + cos 6 i i, 

is = - 6 i, - sin 6 6 i, 

i, = - cos 8 d! i, + sin 6 a! ia  
(7) 

where p is the sun’s gravitational constant. Substituting 
Eq. (9) into the above equation gives 

where I, is the earth to sun vector, which in component 
form may be written as 

I, = re cos 8,  cos a,i, 

+ re cos 6, sin a,& + re sin 6, iz (11) 

where 

re = earth-sun distance 

6, = declination of the sun 

as = right ascension of the sun 

Using the inverses of Eq. (6) allows Eq. (11) to be 
written as 

The geocentric range vector r may be written as 
r, = re [cos 6 cos 6, cos (a -a8) + sin 6 sin S,]i, 

r = r i ,  
+ re [ - sin 6 cos 6, cos (a - a,) + cos 6 sin a,] i6  

Taking the derivative with respect to time and using 
Eq. (7) yields 

i = ii ,  + r (S is + cos s cu i,) 

Similarly 

From Fig 2, r may also be written as 

If both the earth and spacecraft are assumed to move 
under the influence of the sun only, the second derivative 
of r may be written as 

- re cos 6, sin (a - a,)i, 

Substituting this equation into Eq. (10) results in 

.. r = - p { [ + - re (-$ - +)< cos 6 cos 6, 

x cos (a - a,) + sin 6 sin s,> ] i, 
- [ r e  (-$ - -$) < - sin 6 cos 6, 

I.> x sin (a - as)> 

9-9 II. 



Comparing the right-hand side of this equation with the 

for 7, and &‘in terms of r, 6, a, i, S, and i: 
right-hand side of Eq. (8) gives the following expressions 

d’ = ro (So2 + &02 cos2 6,) 

io% sin s o  + Go2 cos s o  sin s o  

i .  
r 

i = - 62sin s cos s - 2 - s + is‘, (13) 

i 
r 

C O S S Z =  2 6 i s i n ~  - 2 - 6 ~ 0 s ~  + Z g  

where 

) 
io . + 2 - s o  cos s o  - s g o  cos s o  
TO 

-- ) 

) 

i.0 ( ro 
e’ = rs - (bo So sin So + 2 --‘yo COS so - ago 

p = rs (- +o ho cos so + 
io . + boz cos S, - 2 - S, sin S, + sin so igo 
To 

cos3 so 

(15b) 

F~ = - .[$ - re ($ - +)< cos ti cos 6, 

From Eq. (15) it is very easy to obtain an approxima- 
tion for the partial derivatives of the topocentric range rate 
with respect to the spacecraft coordinates at some epoch 
ro, So, ao, i.o, io, and Go, and also with respect to the sta- 
tion location coordinates r,, z,  and the longitude A, since 
as will be shown later 3/aA = 3/39. Before any analysis 
is performed with partials obtained in this way, it would 
be desirable to have some idea of the validity of the ap- 
proximation. To obtain a sample of such information, the 
procedure outlined in Table 1 was used. 

1 X cos (a - a, + sin 6 sin a,> 

1 ig = - p:(--+- - +)< sin 8 cos 8, cos (a - as) 

- cos S sin 6, 

ag .- = - p: (-$ - -5) cos 6, sin (a - as) 

rp  = { r 2  + re2 - 2r re [cos 6 cos 6, cos (a - as) 

The time behavior of some of the coefficients obtained 
by fitting +(t), generated by a station longitude error of 

rad, is shown in Fig. 3 for a particular Viking type I1 
trajectory. To easily see how well the coefficients gen- 
erated in this way agree with the corresponding co- 
efficients predicted from Eq. (15), Fig. 3 actually plots 

+ sin 6 sin Ss]}1/2 (14) 

Finally substituting Eq. (13) into Eq. (5) gives the fol- 
lowing approximation of the topocentric range rate: 

z a‘ + b’ sin (cpo - a. + +o t )  the ratio of these two sets of coefficients, or a quantity 
which is a function of this ratio. 

+ e’ t sin (po - (yo + Cpo t )  

+ f ’ t  cos (Po - a0 + (bo t )  

where 

a’ = i,, - z, 6, cos 6, 

b‘ = T,  (Go - &o) cos so 

c’ = rs S,, sin So 

+ c’ cos (cp” - a0 + (bo t )  + d’t 
If the expression given in Eq. (15) were an equality 

and not an approximation, the coefficients determined 
from the fit should be independent of the amount of 
data in the fit and should agree with the coefficients 
predicted from Eq. (15). An examination of Fig. 3 shows 
that the C and E coefficients determined by the fit are 
fairly constant over the 10-day interval and agree reason- 
ably well with the coefficients predicted from 
Unfortunately, the B and F coefficients determined 
by the fit, although initially agreeing fairly well with 
the coefficient predicted from Eq. ( E ) ,  show a sub- 
stantial time variation after a few days. The time 
variation of this parameter severely degrades any error 



analysis which involves a station longitude error and the 
B and F terms of Eq. (15), when more than a few days 
of data are under consideration. 

The abnormal behavior of the first point on three of 
the curves shown in Fig. 3 probably receives contribu- 
tions from both the fact that there are only a small num- 
ber of points after the first day, and that the time is not 
large enough to give strength to the last three terms. 

Computations similar to those used in generating Fig. 3 
were made for perturbations in the spacecraft initial 
coordinates and the remaining station coordinates. 
Table 2 contains the coefficients obtained from fitting 
three and ten day's worth of AF(t) data generated in this 
way. For comparison purposes the corresponding coeffi- 
cients predicted by Eq. (15) are also included in Table 2. 

An examination of Table 2 shows that for its particular 
type of trajectory, an error analysis based upon Eq. (15) 
may be very unreliable in several parameters if more 
than a few days worth of data is under consideration. 

The various sets of Ap(t) used in Table 2 and generated 
by changes in spacecraft and station coordinates were 
also fitted by the following polynomial: 

A + Bsin(p  - a! + + t )  i- Ccos (p - a! + (L3t) 

+ Ftcos((0 - a! + sot) 

+ G t2 + H t2 sin (9 - (Y + 3, t )  

+ I t2 cos ((0 - a! + (. t )  

+ J sin [2(p - a! + + t ) ]  

+ K COS [2(p - a! + @ t ) ]  

+ L  t sin [2(p - a! + bt)] 

+ M t cos [2(p - a! + 3, t ) ]  

where the 2(p - a! + t )  terms were suggested by 
Eq. (2). The first six coefficients o b t a ~ e d  from this fit 
had substantially less time behavior than the coefficients 
in Table 2 and the larger coefficients in each case agreed 
to at least 4 figures with the value predicted by Eq. (E) ,  
and almost all of the remaining non-zero coefficients 
agree to a few percent. 

The purpose of finding analytical approximations to 
the range, range rate, and their associated partial deriva- 
tives with respect to the spacecraft and station coordi- 
nates is to gain a better understanding of the physical 
situation. If the range-rate approximation given by 
Eq. (15) is used, the understanding is clouded by the fact 
that almost all of the coefficients in Eq. (15) are func- 
tions of almost all of the spacecraft and station coordi- 
nates. The ease of understanding would be considerably 
improved if it were possible to isolate which terms in 
Eq. (15) contribute a negligible amount to an error 
analysis and may be deleted. To facilitate such a pro- 
cedure, it is convenient to generate a quantity which 
compares the change in a particular coefficient of 
Eq. (15) due to a change in a particular spacecraft or 
station coordinate with the maximum change in this 
same coefficient due to a change in any spacecraft or 
station coordinate. For example, for the trajectory and 
changes in the nominal spacecraft and station coordinates 
used in Table 2, the change in e due to a change in T is 
Ae(Ar) = 8 X and the maximum change in e, 
Aemax, due to the change in any of the spacecraft and 
station coordinates comes from a change in a, so that the 
quantity of interest is Ae(Ar)/Ae,,(Aa) = 0.4. Table 3 
gives this ratio for all coefficients and changes in space- 
craft or station coordinates for the nominals and changes 
used in Table 2. 

We will make the rather arbitrary decision that if a 
particular element in the above table is less than 5% as 
big as the largest element in either its corresponding row 
or column, the partial derivative associated with that 
element may be ignored in an error analysis. This of 
course may change for different trajectories but probably 
not substantially. For example, since the (3,2) element in 
Table 3 is much less than the largest element in the 
Ab'/Ab',,, column or A(Y row, the ab/& partial may be 
ignored. Using this criterion allows the range-rate ap- 
proximation given by Eq. (15) to be considerably simpli- 
fied to the form given below: 

i z a'' + b" sin (pO - a0 + +o t )  

+ C" COS (po - a0 + bo t )  i- d" t 

+ e" t sin (po - a0 + bo t )  

+ p't  cos (po - a0 + $0 t )  



where where 

a" = i.0 - Z8 io cos S o  d = days past Jan. 1,1950,O hrs 

b" = r s  G o  COS So 

Cf' = 0 

d" = ro (So2 + drO2 cos2 S o )  + Fgo 
e" = - T* +o S o  sin S o  

f" = - T ,  +o &o cos S o  

The second term in Eq. (20) accounts for the annual 
motion of the earth about the sun; the third term is 
extremely small and may be neglected. Substituting 
Eq. (20) into Eq. (19) yields 

.. 
r g o  = - p [ $ - G(+ - *) < cos 80 cos a s 0  

PO 

From this equation it is easily seen that if the time is 
measured in units of universal time, the right ascension 
of Greenwich may be written as 

e = eo + B o t  
X COS (a0 - ago) + sin S o  sin a,,> 

and the second term in u" is needed only in computing where ayaz,. 
Bo = right ascension of Greenwich at some epoch t = 0 

II. ~ o d i ~ ~ e u ~ ~ o ~  of the ~ r i g ~ ~ ~ ~ @ t ~ ~ ~  ~ r g ~ ~ @ n t $  

The physical understanding which results from the use 
of Eq. (16) may be further increased by judiciously 
choosing the form of trigonometric arguments used in 

io = (0.72722 + 0.00198) rad/sec 

= 0.7 rad/sec 

this equation. Recall from Eq. (3) that these quantities 
had their origin in the term cp - a, where cp is the angle 

Clearly, since 

between the mean vernal equinox of date and the 
meridian of the tracking station as shown in Fig. 4. 

the argument of the trigonometric function in Eq. (16) 
may be written as The universal time tu is related to the quantities in the 

(17) 

above figure through the following equation: 

*tu = H + o * 12 hrs po - a o  + (oat = eo + A  - (yo + 6iot (22) 

where the rotation rate of the earth w is Hamilton and Melbourne (Ref. 1) have shown that at 
this point in the development it is convenient to specify 27 

*=-- - 0.72722 x 10-4 rad/sec 

and when the mean sun crosses the Greenwich meridian 
it is 12:OO universal time. Clearly the right ascension of 

(18) u priori information about (Y and A, and to make the fol- 
86400 lowing definitions: 

EA = A - A* = (true-u priori) station longitude I 
the Greenwich meridian as a function of universal time 
may be written as (23) 

ea = a. - a0* = (true-u priori) spacecraft 
right ascension 

e = Otu + ((Yo - 1800) (19) E = EA - Ea 

The right ascension of the mean sun is given by (Ref. 3) Substituting these equations into Eq. (22) yields 

= 280"0755426 + Of98564734 d po - (Yo + Go t = eo + A* - ffo* + E~ - ea + io t 
4- 2"9015 X d2 (20) (24) 



This equation may be considerably simplified if the 
time t is specified to be measured from a point when 
the spacecraft crosses the staiton’s nominal meridian. 
Using this particular epoch the first three terms of 
Eq. (24) cancel, allowing Eq. (16) to be written as 

j z a” + b”sin ( e o  t + E )  + c” cos (eo t + E )  

+ d” t + e” t sin (4, t + E) + f t cos (io t + E) 

where for this, and all future equations, t = 0 is under- 
stood to occur at a nominal meridian crossing. 

Since E is small enough so that e2 is negligible, the 
above equation may be rewritten as 

,i z a” + (b” - E c”) sin e t + (c” + E b”) cos e’t 

+ d” t + (e“ - E f ” )  t sin i t 
+ (f” + €e”) t cos i t 

or using Eq. (15b) 

j~ z a + b sin d t + c cos 6 t + d 8 t 
+ e i t s i n i  t + f i t c o s  i t  (254 

where 

a = T o  - z, so cos 8 0  

b = r, e COS 8, 

c = r, i cos a,, [(A - A*) - (ao - c w O * ) ]  

where the x,  term of the first coefficient is nonnegligible 
only for the calculation of ard/pz,. 

As pointed out by Curkendall and McReynolds (Ref. 2), 
any error analysis based upon Eq. (25) proceeds by 
treating the coefficients a, b, cy d, e, and f as data points 
which describe the range-rate observable. However, 
these “data” points are not independent, and in fact may 
be highly correlated. The correlations and appropriate 
weights associated with the coefficients may be found by 
first taking the partial of j with respect to a + f and 
forming the information matrix Ja in the usual manna. If 
data is taken often enough so that summations may be 
represented by integrals, J ,  may be written as 

where 

Q = e’ot 

or; = variance of the white noise associated with the 

N = number of range-rate data points 

.f, 

range-rate measurements 

indicates that the integral extends over the full 
tracking interval, but has a non-zero contribution 
only when data isbeing taken 

In using the six coefficients a + f as data points, the 
orbit determination solution filter accepts changes in 
these coefficients which have been generated in some 
manner, and modifies six parameters from among the 
nine spacecraft and station coordinates so that the 
range-rate observable is changed as little as possible. For 
example, if the effect of the ionosphere on the range-rate 
observable could be represented by an error in the c 
parameter, a solution for the spacecraft state would make 
a compensating error in the right ascension of the space- 



craft, so that the value of b(t) is best preserved. Using 
the classical least-squares technique this solution pro- 
cedure may be represented by the following equation: 

Aa = a vector representing changes or residuals in the 
coefficients a + f which have been generated in 
some manner 

W = J ,  = weighting matrix for the coefficients a + f 
Ax =: [AT WA1-l AT W Aa (27) which are being treated as data 

where 
aa A = -  ax 

The matrix of partials, A, is obtained by selecting 
columns from the matrix, A*, whose elements are ob- 
tained by differentiating Eq. (25b) and which is given 

Ax = the solution vector for up to six parameters se- 
lected from among the spacecraft and station 
coordinates below: 

-io sin S ,  

0 

0 o~ 

0 0 0 1 0 0 0 0 

o - r s  i s ins ,  0 0 0 0 e cos 6, 0 

0 0 -rs Bcos S , ,  0 0 0 0 rs I cos S ,  

l/i , / B  Ue' 0 2r0 &/i 2r, io cos* s n / i  0 0 

0 - O I  

0 -rs 6, cos 6, -r ,  (Yo cos 6, 0 -rs sin 6, 0 - S O  sin 6, rs &, cos 6, 

0 -rs cos So -&, cos So - rs  So sin So 0 rs 6, sin So r8 So sin S , ,  0 

(28) 

where 

The partials of the gravitation acceleration with re- 
spect to the positioii of the spacecraft may be obtained 
by using the first and last of Eq. (14) and are 

1 To 
- 3 y- ( r ,  - re cos x,) 

rPo 

To + 3 j ( r ,  - re cos x,) 
r p o  

(29) 

where 

cos u = - sin S cos 6, cos (a - a,) + cos 6 sin S ,  

COS x = cos S cos 6, cos (a - a,) + sin S sin 6, 

sin +. = re/rp sin x 

x = sun-earth-spacecraft angle 

$ = earth-spacecraft-sun angle 

The curves of constant a?',/ar have been shown before 
by Curkendall and McReynolds (Ref. 2), but will be 
included here as Fig. 5 for completeness. The curves of 
constant aFo/a8 and are not as easily obtained 
because of their dependence on 6, S ,  Q, and a,. However, 
some idea of the behavior of the constant aY0/aS and 

curves may be obtained from Figs. 6 and 7 where 
the spacecraft declination has been specified to be zero. 
To obtain some feeling of how the gravitational field may 
influence the orbit determination solution for various 
missions, trajectories representative of Mariner Venus- 
Mercury 1973 and Viking 1975 have been included in 
Figs. 5, 6, and 7 .  



sis e 

ACY 
A i  

Ai; 

Almost all orbit determination error analysis has as its 
goal an investigation of errors in the spacecraft state. 
Using the approximation techniques developed here and 
the classical least-squares method, the error analysis of 
the full spacecraft state, resulting from range-rate-only 
information, would proceed from the following equation: 

(30) 
Ac 

Ad 
At? 

= {AT J, AJ1 At J, 

- 

-I- - 
ad ad 

2 r 2  sin2 6 cos 6 + -sin - 2742 cos 6 - sin 6 - 2 r ~ i  cos3 6 0 as aCY -- i y r s  2rii 2 r i c o s ~  Aa 

0 Ab 

ad/ar sin2 6 ad/ar cos 6 sin 6 ad/ar ad/ar sin 6 ad/ar 

- 1  
AT 

A6 0 - l/sin 6 0 0 0 

ACY =-  0 0 - l/cos 6 0 0 

A i  ir, 0 0 0 

0 Ac 

0 0 Ad 

Ai; 0 $/tan 6 sin 6 o - i/sin 6 0 Ae 

Ad! 0 &/cos 6 - i tan S/COS 6 0 0 - B'/COS 6 Af 

1 
or, 

CY - 
sin 6 

- -  - - -  

where A, is composed of the first six columns of the A* 
matrix in Eq. (28). The state covariance is easily found 
by taking the inverse of the terms in braces in the above 
equation. As before Aa -+ Af represented changes in the 
coefficients a + f produced by some physical phenom- 
ena, which degrades the range-rate observable. For ex- 

ample, if one wanted to investigate the errors in the 
spacecraft state which result from station location errors, 
the Aa + Af which reflect this situation would be ob- 
tained by multiplying the partials of a + f with respect 
to rs, h, zs (i.e., the last three columns of A* in Eq. 28) 
by Ar,, Ah, and Az,, respectively. 

Since A, is a 6 X 6 matrix when the full spacecraft 
state is being included in the solution, the determination 
of Ar + A(Y is unique and Eq. (30) may be written as 

Because of the many zero elements contained in A,, it 
may be conveniently inverted. Hence, the changes in the 
full spacecraft state which result from changes in the 
six parameters describing the range-rate observable may 
easily be obtained from the following equation: 

When a range point is available in addition to the range- 
rate data, a cursory error analysis for the 6, CY, i ,  i, 6 
portion of the spacecraft state may be performed by 
assuming the geocentric range to be known and deleting 
it from the solution. This technique is expressed in the 
following equation: 

32- . 821 85 



where A, is a 6 X 5 matrix composed of the second 
through sixth columns of A* contained in Eq. (28). This 
system is over-determined and the solution must be 
obtained by using least-squares techniques. 

The classical ATWA form of the least-squares problem 
has been used in the last two sections because it was 
felt that it was probably very familiar to most potential 
readers. However, the inversion of ATWA, generated by 
using the approximation discussed here may have nu- 
merical difficulties which would require recasting the 
problem in its square-root form. 

iscussi 

The preceding sections have been concerned with 
arriving at a first-order expansion of the topocentric 
range rate in terms of r,/r, zJr, and time, which may be 
put in a form which is convenient to use for error 
analysis. Although at times the development was some- 
what laborious and involved, the resulting error analysis 

procedure is quite easy to use. For example, over the 
range of validity of the approximations, a great deal of 
the state only-range rate only error analysis can be per- 
formed analytically. Although this technique may be used 
to obtain quantitative estimates regarding the inherent 
accuracy of particular orbit determination problems, it 
should always be borne in mind that the primary reason 
for undertaking the development was to provide a vehicle 
which can promote a better physical understanding of 
the orbit determination process. 

The limiting feature of this approximation technique is 
the relatively short time periods over which it is reliably 
applicable. For example, for the Viking trajectory used 
here as an example, the method is severely degraded in 
many of the parameters after only a few days. This fea- 
ture is particularly irritating when one wants to deter- 
mine the information content contained within long arcs 
of data. It may be possible to develop techniques similar 
to the one achieved here, but applicable to long arc 
solutions, by using the closed form f and g expansions of 
celestial mechanics. 
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rocedwe for werifying Eq. (15) 

From a nominal trajectory, with only the mass of the sun # 
0, obtain the topocentric range rate from one station every 
hour for 10 days. 

Same as step 1, except perturb either the initial conditions 
of the spacecraft or the station location coordinates by some 
amount. 

Difference the range rate values obtained in steps 1 and 2 
to obtain Ab(f). 
Starting with one day’s data and then increasing the data 
arc a day at a time, make a least-squares fit o f  Ai@) to 
the following polynomial: 
A + Bs in  (9- (Y +Gf)  4- Ccos (9- a + i f )  + D f  

+ E f sin ( rp - (Y + i f )  + F t cos ( rp - a + &f) 

32-1526, I 87 
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NUMBER OF POINTS IN FIT 

1.8 I I I I I I I ro = 0.885 421 X 10' km, ;o = 0.153 276 X 10' km/s 

So = 0.203 912 X 10' deg, 8, = 0.245 890 x IO-7 rod/s 

a 0 = 0.581 458 X IO'deg, ho = 0.890 766 X 

to = 1976, JAN 21, 20h 13m 33' = MERIDIAN CROSSING 

rs = 0.486 260 X 1 O4 km 

r d / s  - 

- 1.6 

N 

t' 

NUMBER OF DAYS IN FIT 

Fig. I .  Topocentric range in terms of spacecraft 
and station coordinates 

Fig. 3. Time behavior of six parameter fits 
for AA = 1 0 - 6  rad 

EQUATORIAL 

7' 
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P U I N E  

MEAN SUN 
e = RIGHT ASCENSION OF GREENWICH 

Q*= RIGHT ASCENSION OF MEAN SUN 
A =STATION LONGITUDE 
H = HOUR ANGLE OF MEAN SUN 
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If  a random variable is such that, with probability p, it comes from a Poisson 
distributed population with parameter yl and, with probability (1 - p), it comes 
from a Poisson-distributed population with parameter y2, its density function is 
given by 

py:ee-yl+ (1 - p)y2e x -Y2 

, x = 0,1,2, 
X! 

g(x> = 

The problem of estimating p ,  yl, and yz  is considered with respect to a DSIF 
application involving certain types of equipment for which the density function 
of time to failure obeys the exponential law. 

1. I 
The general purpose of this article is to consider the 

problem of estimating the parameters of the distribution 
of a mixture of two Poisson populations. In particular, 
the method used in estimating the parameters will be 
applied to a practical problem arising in DSIF subsys- 
tems reliability. 

Suppose one has M pieces of equipment, or devices, 

(I) The distribution of the failure time of m, of these 

and the following are known: 

devices obeys the exponential law, hl exp ( - A,t). 

(2) The distribution of the failure time for the remain- 
ing m, = hl - m, devices obeys the exponential 
law A, exp (-Ad). 

(3) Each device can be repaired after failure and put 
back into service with no change in its operating 
characteris tics. 

The parameters m,, A, and A, 
desired to estimate these values 
mation gained by operating the 
for a given length of time, T. 

are unknown and it is 
from the failure infor- 
devices simultaneously 



It will be seen that by a suitable choice of a statistical 
model the problem of estimating m,, h, and h, is trans- 
formed into that of estimating the parameters of the dis- 
tribution of a mixture of two Poisson populations. 

If a random variable is such that, with probability p ,  
it comes from a population which is Poisson distributed 
with parameter y,, and with probability 1 - p it comes 
from a population which is also Poisson distributed but 
with parameter y,, then its probability density function 
is given by 

p y p +  (1 - p)y” ,e -y, - 
, x = 0,1,2,3, * 0 a 

X !  
g(x> = 

Here is a simple statistical model which makes use of 
the well-known fact that the number of failures in time 
T for a device with an exponential failure law is Poisson 
distributed with parameter AT. Let us assume that each 
device was chosen randomly and independently from a 
large reservoir of devices such that 10Op% of them have 
a failure rate h, and the remainder have a failure rate 
A,. Under this assumption, the number of failures in 
time T for each device can be considered as a set of 
M independent observations taken from a population 
which is distributed as a mixture of two Poissons with 
parameters p ,  yl = X,T and y z  = X2T. 

It should be observed, first, that p # m,/M. In fact, 
na, is itself a random variable with a binomial distribu- 
tion and, if it were known, mJM would be the maximum- 
likelihood estimate of p in the event that our statistical 
model described the actual physical situation and we 
were interested in the value of p for its own sake. As it 
is, m, can be estimated as the nearest integer to # M .  

It should also be noted that the cases of interest in this 
analysis are those for which, for a given T, the difference 
between h1 and h, is not too great. For example, suppose 
X, = 0.01, A, = 0.05, T = 500, M = 20 and mi = 14. 
Then, after time T, we would have a group of 14 observa- 
tions clustered about a mean value of 5 with a standard 
deviation of fi and a group of 6 observations clustered 
about a mean value of 25 with a standard deviation of 5, 
and it would be highly unlikely, under the given statisti- 
cal circumstances, that we would assign a given observa- 
tion to the wrong group. Thus by knowing m, withvirtual 

certainty, we would take m,/M as an estimate of p (if 
that is what is desired) N,/14T as an estimate of h1 and 
NJ6T as an estimate of h,, where N ,  is the total number 
of failures in time T for the first group of 14 devices and 
N ,  is the total number of failures in time T for the 
devices in the second group. 

It is only when it is impossible to classify the observa- 
tions into two such groups with reasonable certainty that 
our statistical model comes into play. On the other hand, 
if h, and h2 do not differ sufficiently for given T, then 
what is likely to happen, as we shall see, is that the 
solutions to the likelihood equations will converge to 
f l  = 1 or 0, X1 = 2, = N/MT, where N is the total 
number of failures for all devices in time T. However, 
since the difference between the means of the component 
populations of the mixture is proportional to T, while 
the standard deviations are proportional to fl, then, for 
T sufficiently large more meaningful estimates can be 
obtained. 

A 

ikelih cltors 

The method of maximum-likelihood (M.L.) will be 
used to estimate p ,  y,  and 7,. Then M.L. estimates of X1 
and h, are given by % = $JT, 2, = $JT. 

Due to the assumed independence of the observations, 
the likelihood function can be written as 

where ki is the number of failures in time T for the ith 
device. Then one has 



where 
k .  

A,(ki) = yl e-7, - yz’”i e-yz 

A,(ki) = (1 - p)e-yi (kiy;j-’ - yz 7%) 

Setting the three partial derivatives equal to zero and 
solving for p, yl and y2 provides the M.L. estimates of 
the parameters. 

I Data 
By using random numbers, 17 sets of sample values 

were generated such that each set can be considered as 
being taken from a population with density function g(x), 
for various conditions and parameters. The method used 
for solving the likelihood equations was as follows. 

Then, using the initial values p(l) = p, y,(l) = yl and 
yZ(l) = yz,  the following system of h e a r  equations were 
solved in order to obtain the increments Ap, .Ayl and Ayz. 

The above procedure was then repeated with pcz) = p ( l )  
+ kL\pyl(2) = y,(l) + kAyl and yz(z) = yZ(l) + kAyz, 

where k is a proportionality factor usually, but not 
always, taken as one. This iterative procedure was con- 
tinued until the Fi were all zero or near zero. The final 
values of p,  h1 and h2 were taken as the estimates. The 
results are shown in Table 1. It can be seen that for ca>es 
1,2, 6 and 12, p converged to one or zero and hl = hz. 
However, for each case more satisfactory results were 
obtained when T was increased. 

h A 

The large sample variances of the estimators were also 
computed and given in the last three columns of Table 1. 

alnL aRnL a m  
F, = - , F z =  - ,F,= - 

aP a Y 1  a,, 

Let 
The author is grateful to Dr. Gary Lorden of Caltech 

for suggesting the statistical model used in the above 
analysis. 
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Case 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

1 1  

12 

13 

14 

15 

16 

17 - 

P 

0.7 

0.7 

0.7 

0.7 

0.7 

0.7 

0.7 

0.7 

0.7 

0.7 

0.7 

0.3 

0.3 

0.3 

0.3 

0.3 

0.3 - 

A1 

- 
.01 

.01 

.o 1 

.01 

.01 

.01 

.01 

.01 

.o 1 

.01 

.01 

.o 1 

.o 1 

.01 

.o 1 

.o 1 

.o 1 - 

A2 

.0125 

.0125 

.0125 

.0125 

.0125 

.016 

.016 

.016 

.025 

.025 

.03 

.0125 

.0125 

.016 

.016 

.025 

.025 

- 
20 

40 

40 

20 

40 

20 

20 

20 

20 

40 

20 

40 

40 

20 

40 

20 

40 - 

1000 

lo00 

1500 

2000 

2000 

500 

1000 

1500 

500 

500 

500 

1500 

2000 

1500 

1500 

500 

500 

Maximum likelihood 

B 
1 

1 

.8366 

.8811 

.7380 

1 

A089 

.7699 

.7 109 

.7616 

.6156 

0 

.6131 

.2344 

.1878 

.3400 

3767 - 

.0106 

.0109 

.0103 

.0100 

.00953 

.0110 

BO982 

.0116 

.0107 

.0109 

.0114 

.0117 

.0129 

.00944 

.00950 

.0110 

.0108 

.0106 

.0109 

.0144 

.0169 

.0140 

.0110 

.0184 

.0182 

.0249 

.0258 

.a302 

.0117 

.0138 

.0157 

.0155 

.0225 

.0227 

h 
M war. (AI) 

3.048 X 

5.285 X lo-' 
4.552 X lo-' 

1.540 X lo-' 
3.114 X lo-' 
1.338 X 

2.738 X lo-' 

2.027 X 

2.603 X lo-' 
2.116 X 10" 

4.846 X lo-' 

9.192 X lo-' 

Large sample 

M var. ( f z )  
1.527 X lo-' 

2.573 x io-' 
2.163 x lo* 

8.209 X lo-' 
1.590 X 

6.569 X lo-' 
1.858 X lo-' 

1.557 X lo'' 
6.385 X lo-' 
5.491 X lo-' 
2.040 X lo-' 

6.396 X lo-' 

PA war. (6, 

8.7234 

1.4534 

.6787 

1323 

.1327 

.0544 

.0233 

.O 142 

1.6169 

.7431 

.0589 

.0254 



R. Meyer 
Communications Systems Research Section 

The H P  51OOA/511OA, Dana 7030, and Fluke 644A synthesizers were evaluated 
to determine the typical drift and stability that can be expected in a control room 
environment. All synthesizers were judged equal in short-term drift, and the Dana 
synthesizer was found to be superior in long-term drift. The H P  and the Dana 
synthesizers were the most stable, while the Fluke synthesizers did not perform 
reliably. 

ucti 
The HP 5100A/5110A (0-50 MHz), Dana 7030 (0-11 

MHz), and Fluke 644A (0-40 MHz) synthesizers were 
tested at 5 MHz to determine the typical drift and stability 
that can be expected in a control room environment. 
Measurements were taken at normal laboratory room 
temperatures of 20 to 25OC. The synthesizers were stan- 
dard units used in the laboratory. A total of eight test 
runs, numbered in chronological order, were made using 
the same synthesizers throughout the testing (except the 
Fluke which eventually failed and required a replace- 
ment). By testing two synthesizers simultaneously during 
each run it was possible to: (1) accurately compare the 
performance under identical conditions of temperature 
and electrical disturbance, (2) differentiate between in- 
trinsic and systematic errors in the data and, (3) measure 
the repeatability of the data, since one unit of the pair 
would always appear in a subsequent run. 

data were taken; the long-term runs averaged about 50 h 
and the short-term runs required less than an hour to 
determine the phase shift in a 100-sec interval. 

Noise and drift are minimized in the phase detection 
scheme of Fig. 1 by using Schottky barrier diode double 
balanced mixers with about a 600 mV p-p S-curve. The 
l-lrHz filter preceding the chart recorder determines the 
noise bandwidth. The required 90-deg phase shift be- 
tween the mixer ports is obtained by using the synthe- 
sizer's search control to vary the frequency until a dc null 
appears at the mixer output, whereupon the search oscil- 
lator is switched out, locking in the 90-deg phase shift. 
The distribution amplifier that supplies the ce 
ence has low noise and is AGCd to minimize 
conversion. 



1. 
Test results are shown in Tables 1 and 2. A section 

taken from run 8 (Fig. 2) is representative of the long- 
term runs and shows the diurnal variations of phase with 
temperature, including two spontaneous perturbations 
generated by the Fluke synthesizer 2. The first Fluke 
failed after the fourth run by shifting 5 to 6 Hz off fre- 
quency at 5 MHz, therefore making the previous data 
suspect. The second Fluke, the replacement unit, per- 
formed satisfactorily until the last run when two pertur- 
bations were observed and were assumed to be internally 
generated, since corresponding fluctuations did not ap- 
pear in the adjacent phase plot of the Dana. The Dana’s 
poorest stability occurred at 6:OO pm on Feb. 14, 1971 
due to a thermal transient that affected both synthesizers. 
The Fluke was affected to a lesser extent because of its 
large thermal mass. Interestingly, during run 5, no phase 
deviations were detected from the HP or the Dana syn- 
thesizers during the severe California earthquake of 
February 9. 

Run 6 (Fig. 3) shows the short-term drift and high- 
frequency noise of the Dana and HP synthesizers. The 
initial runs had been somewhat inconsistent; so, beginning 
with run 5, ground loops were carefully controlled and a 
Wanlass PD-1410 power line conditioner was added that 
provided 60 dB isolation of the measurement system from 
line transients. This improved the data and eliminated 
large unexplainable data fluctuations in the long-term 
runs. Even with these precautions the data was slightly 
more stable during the weekends when there was less 
activity. 

Run 6 also shows that the HP synthesizer exhibited 
greater high-frequency noise (around 1 
Dana. In Ref. 1, p. 58 the phase noise for the Fluke in the 
4-100 Hz spectrum was found to be about 6 dB less than 
the Dana and the HP. Since the Dana uses a digital count- 
ing technique in the phase-locked loop of the synthesizer, 
it was suspected that certain frequency settings on the 

front panel could cause unusual digital patterns rippling 
in the phase register and result in a substantial increase of 
the phase noise. Upon investigation the maximum change 
in phase noise in a 5 to 100 z bandwidth was less than 
?h dB when switching from 5,000,000 to 5,000,001 

s 
Short-term drift. All synthesizers exhibited about the 

same short-term drift. 

Total drift. The Dana exhibited about 2.5 times less 
P and 6.5 times less drift than the Fluke. 

Stability. The Dana and the HP exhibited about the 
same stability but were 5 times more stable than the 
Fluke. 

High-frequency noise. (Centered around 1 Hz) The 
Dana and the Fluke were about the same but exhibited 
5 times less high frequency noise than the HP. 

Power line conditioning. It was not determined that 
power line transients were actually affecting synthesizer 
phase stability and it is suspected that line conditioning 
improved the data by merely isolating the voltage sensi- 
tive elements of the measuring system. 

Reliability. The first Fluke synthesizer failed after the 
fourth run and its replacement, Fluke 2, produced a spon- 
taneous phase perturbation in the eighth run that reduced 
the overall stability to 65 times less than the Dana syn- 
thesizer. 

It was noted during the testing that the Dana selector 
switches can apparently become dirty and increase the 
phase noise two to three times. A similar problem has 
been noted with the HP’s wherein the selector switches 
will not make contact when depressed and repeated 
actuation is required to successfully operate the switch. 
Conclusions are summarized in Table 3. 

Sward, A,, “Frequency Generation and Control: The 
Jitier,” in The Deep Space Network, Space Programs 
p. 55-58. Jei Propulsion Laboratory, Pasadena, Calif., Aug. 31, 

1970. 
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R. J. McEliece 
Communications Systems Research Section 

The problem of acquiring and maintaining TV line synchronization with the use 
of a PN prefix on each scan line, in the presence of random noise is discussed, and 
the recommendation is made that on the Mariner Mercuy-Venus flight, a P N  of 
length 63 be used. 

The currently proposed method of detecting a loss of 
TV line synchronization on the Mariner Mercury-Venus 
flight is to prefix each line with a 31-bit PN sequence, and 
to assume that a loss of synchronization has occurred if 
the PN appears to have suffered 9 or more bit errors. The 
underlying assumption is, of course, that a loss of sync 
will result in a misframing of the PN sequence, so that 
what is supposed to be the PN has no close relationship 
to it at all. At high signal-to-noise ratios this method be- 
haves satisfactorily, but at the low signal-to-noise ratios 
which could occur at Mercury, the PN sequence can 
actually suffer 9 or more random bit errors with a signifi- 
cant probability. To be precise: if the TV data is un- 
coded and if the signal-to-noise ratio drops to a value 
which gives a bit error probability of 0.1, then the prob- 
ability that a correctly synched PN prefix will suffer 9 or 
more errors is 0.003. Since each TV picture contains 700 
scan lines, each picture will suffer, on the average, 2.1 cases 
of this “spurious line drop.” The 0.01 bit error probability 
case will also be discussed, since even 0.01 is higher than 
previous design points (5 X le3) for synching. 

It is the object of this note to point out that this problem 
of spurious line drop can be overcome in a simple fashion 
without sacrificing protection against a true loss of syn- 

chronization. In addition we shall propose a method of 
reacquiring line synchronization once it has been irre- 
trievably lost, which is practical for real-time operation 
at 117 kbps, the highest bit rate which has been suggested 
for use on the mission. 

Si§ 

Let us first of all remark that, as stated, the problem 
admits of several very easy solutions. Two of these are: 

(1) Relax the running threshold somewhat; e.g. allow 
up to 10 bit errors before becoming alarmed. At a 
bit error probability of 0.1, this would reduce the 
probability of spurious line drop to 0.0001. 

(2) Wait until two lines in a row fail the PN test. At a 
bit error probability of 0.1, this would reduce the 
probability of spurious line drop to about 

However, let us remember that once line sync has been 
irretrievably lost, we must face the prospect of reacquir- 
ing it. And at the extremely high bit rates which will be 
in use, the only practical method is to search all 31-bit 
segments of the incoming data until one of the segments 
looks “enough” like the PN sequence that we can be 
reasonably sure that we have located the start of a new 

b 9 05 



TV line. It is here that serious problems occur. For if our 
criterion for recognizing the PN sequence is too stringent, 
we may miss seeing it because of the noise in the channel. 
Conversely, if the criterion is not stringent enough, among 
the 7056 possible frameup of a TV line a 31-bit sequence 
which is not the PN sequence might pass the test. We call 
these two alternatives failure to detect and false detec- 
tion, and have computed Table 1 for prefixes of lengths 
31, 47, and 63. 

In order to compute Table 1 we made the assumption 
that a TV line was a sequence of 7056 0’s and 1’s chosen 
independently and with probability %. The parameter Ip’ 
represents the largest acceptable number of errors in a 
PN sequence. It is easy to see that with these assumptions 
the probability of false detection is not dependent on the 
bit error probability. On the other hand, we see that the 
probability of failure to detect the PN is highly sensitive 
to the BEP. 

We draw several conclusions from Table 1. 

(1) For N = 31, at P = 0.1 the best algorithm for re- 
acquiring sync once it has been lost is to look for 
a 31-bit sequence which looks like the PN with up 
to 4 errors allowed. This procedure will relocate 
sync about 75% of the time within one line of the 
sync loss. However, 12% of the time the algorithm 
will lock onto the wrong synchronization, and 20% 
of the time it will make no decision at all during the 
first line. This is unacceptable. 

(2) For N = 31 and P = 0.01 we should choose T to be 
2, and then sync will be reacquired within one line 
of its loss more than 99% of the time. Notice, how- 
ever, that if we keep T = 4, we get a 12% rate of 

false detection. Incidently, N = 31 is used on the 
high-rate telemetry system with a bit error prob- 
ability of 5 X and the length 31 need not in- 
crease for 0.01 operation. 

(3) Thus, to get the best performance at N = 31, we 
would change T as the signal-to-noise ratio changes, 
and in the worst case ( p  = 0.1) we will fail, 25% of 
the time, to correctly re-establish sync. 

‘(4) If the prefix is longer than 31, however, performance 
can be much improved: at N = 47 we get a worst- 
case failure rate of about 5%; at P = 0.01 we get a 
failure rate of lo-* or less; at N = 63, a worst-case 
rate of less than 0.01; and at P = 0.01 a failure rate 
of < Notice that at W = 63, if we take T = 12, 
we get a failure rate of less than 1% at any BE 
which is 0.1 or less. 

We conclude that the problem of spurious line drop-out 
is not serious and can easily be eliminated with almost no 
change in existing procedures. However, we also con- 
clude that the problem of reacquiring line sync once it 
has been lost presents much greater difficulties, especially 
at high bit rates (which prohibit sophisticated search 
schemes) and low signal-to-noise ratios (which cause the 
PN prefix to be maimed somewhat). In particular we 
have shown that the best algorithm for finding line sync 
in the first line will fail 20% of the time, and 12% of the 
time it will produce false synchronization. This is not 
adequate performance. However, a PN prefix of length 63 
can be used to reduce these probabilities to 0.008 and 
0.002 at a BEP of 0.1, and this is acceptable. Thus we 
recommend this prefix. 
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Iv 

31 

47 

63 

Probability of 
false detect P 

1 
2 
3 
4 
5 
6 
7 
8 

5 
6 
7 
8 
9 

10 
11 

8 
9 

10 
11 
12 
13 
14 
15 

o.oO01 
0.002 
0.017 
0.1 2 
0.70 
1 .o 
1 
1 

o.oO01 
0.0006 
0.004 
0.02 
0.09 
0.35 
1 .o 
<10-5 
2 x 10-5 
0.0001 
0.0006 
0.002 
0.01 
0.04 
0.13 

Probability of 
failure to detect 
PM BER = 0.1 

0.830 
0.61 1 
0.376 
0.193 
0.083 
0.03 
0.009 
0.003 

0.328 
0.1 86 
0.093 
0.041 
0.016 
0.005 
0.00 1 

0.175 
0.094 
0.046 
0.02 1 
0.008 
0.003 
0.001 
0.0004 

Probability of 
failure to defect 
PN BER = 0.01 

0.03 
0.003 
0.0003 

10-6 
10-1 
10-1 
10-1 

10-5 

10-5 
10-6 
10-8 
10-9 

< 10-10 
< 10-10 
< 10-10 

<10-8 
<10-9 
<10-9 
<10-9 
< 10-10 
< 10-10 
<10-10 
< 10-10 

N = PN length. 
T = number of errors permitted. 
Probably of false detection i s  independent of bit error rate, but prob- 
ability of failure to detect PN is  not. 
These probabilities are also independent of which N-bit prefix is 
selected. A PN sequence i s  recommended because it provides maxi- 
mum protection against sync "slips" of just a few bits. 
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D. Johnson and E. Rodemich 
Communications Systems Research Section 

Suppose f is a real-valued continuous function on the unit square. The problem 
of finding a level curve of f which joins opposite sides of the square is investigated. 
It is shown that while f need not have such a level curve, it at least always has a 
level connected set with the desired property. This problem is connected with the 
problem of minimizing the bandwidth of a certain matrix. 

1. 
Suppose we are given a real-valued function f on the 

unit square 12, f :I2 + I Viewed as a topographic map on 
the square, we seek to find a level path from one side of 
the square to the opposite side. We don't specify which 
pair of opposite sides are to be used, but only require that 
it must be somehow crossed at a single level. The original 
problem asks if this is always possible for, say, continuous 
functions f ,  or if not, whether suitable restriction of f 
(e.g., C", analytic, PL = piecewise linear, etc.) will do the 
trick. This problem was suggested by Professor J. Franklin 
in connection with the problem of minimizing the "band- 
width" of the incidence matrix of the graph of an n X n 
square grid (Ref. 1). 

We first give a C" function having no solution, and then 
a proof of the appropriate restatement of the theorem. 

(1) We let the square I2 be represented by the set of 
(2, y) with I x -c y I 4 2 (Fig. 1). The vertical strip between 
the dotted lines is given by I x I 4 1. 

We define f as follows: 

( 0 if I x I 1 1 (the shaded triangles) ) 
if 1 x 1 6 1  

e-w (y - sin w),  where w = - 1 - x2 

f is C" in the whole x, y plane: e-w approaches 0 very fast 
as I x I + 1, as well as all the derivatives, and (y - sin 20) 
is bounded (for any y); this is the usual "smooth joining" 
technique. 

(2)  f is zero on 'the two shaded triangles (closed) as well 
as on the infinitely oscillating curve y = sin w ( I x I 4 1 ) .  
Above the sine curve f is > 0, below the sine curve f is 
< 0; thus there is no hope of traversing the square at any 
other level except f = 0. But to traverse at level zero, we 
clearly must start at one of the shaded triangles and cross 
to the other, via the sine curve. This cannot be done since 
the sine curve is not pathwise connected to either triangle. 

(3) We note that the 0-level set, although not pathwise 
connected, is however connected; we have just the stan- 
dard example of a connected non-path-connected space. 



Thus we might expect the proper generalization of the 
theorem to be: i f f :P-+ I is continuous there exists a con- 
nected level set containing points of two opposite sides. 

I 

exists a level set connecting a pair of opposite sides. 
We shall show that if f :I2 + I is continuous then there 

(1) We assume that m is the minimum value such that 
A, = f-' [0, m] connects two opposite sides, assumed top 
and bottom (E, & E ,  resp., with E = E ,  U El). There must 
be such an m; in fact A, = I2 certainly connects opposite 
sides, and it is easy to see that the infimum of numbers 
having this property also has it. 

(2) Let p be any arc, disjoint from E, connecting the left 
and right vertical sides. Then p must intersect A,, for 
otherwise p would separate A, into two disjoint open sets 
containing E, & E,, respectively (i.e., the part below p 
and the part above p )  contrary to the definition of k, 
connecting E. Now since p is an interval, its image f (p)  is 
an interval, and f (p )  n [0, m] is not empty. But f cannot 
be always less than m on p, for then p would connect two 

sides at a lower value than m, contrary to choice of rn. 
Thus we must have some points of p with exactly the value 
m, i.e., if L = f-' (m) then ,p n E is not empty. 

(3) Now suppose that L does not connect E .  Then we 
may choose two disjoint open sets V,, V1, containing E ,  
and E,, respectively, and such that L C Vo U V,. If we 
divide I 2  into a small enough mesh of squares, we may re- 
place Vi by the set Wi of all those squares which intersect 
Li = V i  n L, and in this way get polyhedral neighbor- 
hoods Wi separating L U E. 

(4) Next look at the component K of W, which contains 
E,. Being PL and connected, its boundary is a PL circle 
(part of which is E, itself). As we follow its boundary 
around, starting at, e.g., the left side, it may leave the left 
side and return again, but eventually it must leave the left 
side and travel directly to the right. This is depicted in 
Fig. 2. 

Thus the traversal gives us an arc p which is outside the 
interior of W, and hence does not intersect L, a contradic- 
tion which proves that L does in fact connect E,  and 
proves the theorem. 

1. ,Franklin, J., Matrix Theory, Prentice-Hall Inc., Englewood Cliffs, N. J., 1968. 
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W. J. Hurd 
Communications Systems Research Section 

A digital system has been constructed for the generation of wideband gaussian 
noise with a spectrum which is flat to within t0.5 dB from 0 to 10 MHz. These 
characteristics are substantially better than those of commercially availuble analog 
noise generators, and are required in testing and simulution of wideband com- 
munications systems. The noise is generated by the analog summution of thirty 
essentially independent binary waveforms, clocked at 35 M H z ,  and low-pass 
filtered to 10 M H z .  

A digital system has been constructed for the generation 
of wideband gaussian noise with a spectrum which is flat 
to within + O S  dB from 0 to 10 MHz. This is substantially 
better than other noise sources now available. Noise of 
this bandwidth and spectral flatness is required in the 
testing and simulation of communications systems whose 
performance in the presence of noise must be accurately 
known. For example, by doing this accurate testing, mar- 
gins of uncertainty are reduced, so that data rates can 
increase. The first application of this noise generator was 
in the evaluation of a prototype model of a code-regenera- 
tive spacecraft ranging transponder, the ranging clean-up 
loop for outer planet use. 

I n 
Wideband video gaussian noise is required to test com- 

munications systems and in the simulation of many other 
types of systems. The required noise bandwidths may 
range from zero or close to zero Hertz to several Mega- 
hertz. Commercially available analog noise generators, 

using noise tube or diode sources, are often not satisfac- 
tory for several possible reasons: the bandwidth may not 
be wide enough; the spectral density may not be flat 
enough in the passband; the probability distribution may 
not be close enough to gaussian; and the stability of the 
noise parameters may not be good enough. The amplitude 
distribution is often so skewed that the sample waveform 
is visibly asymmetric when viewed on an oscilloscope, 
and the spectral density is typically specified as flat to 
within only +1 or k3 dB. Noise with these characteristics 
is clearly not acceptable in testing a communication sys- 
tem whose performance must be known to within one or 
two tenths of a decibel. 

Recently, noise generators have become available which 
use digital logic to generate pseudo-random binary wave- 
forms. The binary waveforms are then low-pass filtered to 
obtain quasi-gaussian noise. The principle is that accord- 
ing to the Central Limit Theorem, the distribution of the 
sum of a number of independent random variables tends 
toward gaussian as the number of terms in the sum is 
increased. The low-pass filtering performs the required 
summing. The problem with this type of system is that the 



distribution of the pseudonoise becomes more gaussian 
only as the filter bandwidth is made progressively smaller 
with respect to the clock rate of the binary sequence. For 
some applications, the noise may be close enough to gaus- 
sian only if the clock rate is hundreds of times higher than 
the filter bandwidth, which means that the noise band- 
width will be much less than the digital clock rate-per- 
haps 100 kHz if the clock rate is 35 to 50 MHz. 

Since the closeness of the distribution to gaussian de- 
pends on the number of independent terms in a summa- 
tion, we observe that these terms can be generated either 
sequentially, as above, or in parallel. For example, the out- 
puts of a large number of different binary pseudo-noise 
generators could be summed, and then low-pass filtered 
only enough to reduce the transient effects of the clocking 
and to shape the spectrum. It is this general principle 
which is used in the noise generator described here. One 
major improvement is made, however, which considerably 
reduces the hardware: a large number of different shifts 
of the same sequence are generated simultaneously, with 
each additional shift requiring only one simple integrated 
circuit, not an entire new shift register. The different shifts 
are essentially uncorrelated, and are far enough apart in 
time so that no shift contributes more than once to any 
experiment. The actual system constructed is clocked at 
35 MHz, and the quasi-gaussian noise has a spectrum 
which is flat to dB from 0 to 10 MHz. 

I!. ie 
Suppose we have two maximal length linear shift regis- 

ter (pn-) sequences generated in shift registers X and Y 
of relatively prime lengths N and M ,  respectively. The 
sequences at the various shift register stages are labeled 
X i  (k) and Yj (k) where the subscripts i = 0,1, * * * , N - 1 
and j = 0,1, . . . , M  - 1 denote the register stages, the 
argument k denotes time, and the binary values are taken 
to be +1 and -1. The shifting is from higher to lower 
numbered stages, so 

Xi (k + 1) = Xi+l  (k), 

Y j  (k + 1) = Yj+l (k), 

k = O,l, . . . , N - 2 

k = O,1,  . * , M - 2 

and 
the values in the respective registers at time k. 

(k + 1) and Yx-l (k f 1) are linear functions of 

We can now form the sequences Z i j  (k) = Xi (k) Yj (k). 
The periods of the X ,  Y, and Z sequences are p, = 2N - 1, 
p, = 2x - 1, and p, = p,p, = 2N+M - 2N - 2M + 1. Note 
that for reasonably large N and M, p, is almost equal to 

the maximum length of a linear sequence generated by a 
shift register of N + M stages. 

The correlation properties of Z are similar to those of 
X and Y, so that Z is approximately a white noise se- 
quence. The normalized in phase correlations of X and Y 
are 1, and the out of phase correlations are -l/p= and 
-l/p,, respectively. For Z, the in phase correlation is 1, 
and the out-of-phase correlation is +l/p,, except for 
phase shifts np, and np,(modp,), at which points it is 
- l/p, and - l/p,, respectively. For reasonably large pa 
and p,, all of the out of phase correlations are small, as 
desired for “white” noise. The cycle and add property of 
pn-sequences also extends to the product sequences, with 
similar exceptions as for the correlation properties. 

One property of pn-sequences which does not extend to 
the product sequence is that of having all of the p, (or pzl) 
possible non-trivial N (or M)-tuples occur exactly once in 
the cycle of length p. (or p,). Almost all possible ( N  + M)- 
tuples occur in Z, however. There are 2N+M - 1 possible 
nontrivial ( N  + M)-tuples in a maximum length linear 
sequence from a shift register of N stages, but the period of 
Z is 2N + 2M - 2 less than this. Hence all but 2N + 2M‘- 2 
of the nontrivial ( N  + M)-tuples occur. The number not 
occurring is relatively small if N and M are moderately 
large, so that the effect on the randomness properties of 
the sequence is negligible. 

The phase relationships between the Zij ( k )  can be de- 
termined by the phase of each with respect to a reference 
sequence, which we choose to be Zoo(k ) .  Denoting the 
delay from Zij to Zoo by t i j ,  we have Zij (k) = Zoo (k + tij) 
for all k. This requires that Xi (k) = X o  (k + t i i )  and 
Y j  (k) = Yo (k + ti?), both for all k. Since 

Xi (k) = X, (k + i + np,) 

for all n and k, and 

Yj(k)=Y,(k+j+mp,)  

for all m and k, we have 

t i j  i(modp,) 

E i (mod pu) 

Now, since p, and p, are relatively prime, we can use the 
uclidean algorithm to find a, and a, such that 



Finally, 

t i j  E i axpx + ia,p, (mod pxp,) 

For the noise generator constructed, N and M were 
chosen to be 41 and 23, respectively. For this case, 

a, = 221 + 218 + 216 + 213 + 211 + 28 + 26 + g3 + 2O 
and 

a,p, = 1 - a,p, = a, (g41 - 1) 

Expressed as binary fractions, 

a,p,/p, z 0.0100101001 . 

which is approximately a repeating fraction equal to 9/31. 
Thus 

9 
- (i - i )  p ,  31 t i j  

with the approximation being valid for small enough i 
and i that the repeating fraction approximation is good. 
We see from this that by carefully selecting pairs i and i, 
we can obtain 31 shifts of Zij which are approximately 
equally spaced modulo p,. 

In the actual implementation, 30 such shifts were used. 
These shifts could have been chosen by fixing i and choos- 
ing 30 consecutive taps of X .  This has the disadvantage, 
however, that although the Zi thus obtained would be 
uncorrelated, adjacent sums of the thirty Zij are highly 
dependent, since 29 of the 30 terms in adjacent sums 
would be the same, except possibly for the sign. This is 
seen by expanding the sums and comparing, for example, 

and 

29 2 x, ( k  + 1) Yi  ( k  + 1) = x, (k + 1) 2 Yi+l (k) 
i = o  i = O  

= x o  (k + 1) P,, (k) + i s :1 Yi (k)] 

These two sums differ only by Yo ( k )  - Y, ,  ( k )  when 
X ,  (k) = X ,  (k + l), and are similarly related but of oppo- 
site sign when X o  (k) = - X ,  (k + 1). For this reason, care 

was taken to use different X i  for each Z,  and to use no Yi 
more than twice. Some duplication of Y i s  was necessary, 
because only 21 were available. The actual Zij selected 
correspond to (i, i) = (n, 21 - n), n = 0,1, . * , 21, and 

and (37,O). 
( i 7  i) = (30>7), (31,6>, (28,1), (23,4), f36,5), (35>2), (%3), 

With a system clock rate of 35 MHz, Z repeats approxi- 
mately every 17000 years, and each pair of Zi i s  is sepa- 
rated by over 500 years. 

The shift register sequences are defined by the poly- 
nomials 

x41 + x3 + x2 + x + 1 = 0 

and 

y23 + y17 + yll + y5 + 1 = 0 

The polynomial for X was selected because the nonzero 
terms are consecutive, which means that implementation 
can be accomplished by toggling three of the stages ac- 
cording to the inputs to these stages, instead of imple- 
menting the multiplication. The polynomial for Y was 
chosen for a more important reason. This is that this 
polynomial divides no trinomials of degree less than 500. 
This algebraic property tends to lessen any possible skew- 
edness of the distribution of sums of consecutive terms 
in the sequence (Ref. 1). To eliminate any residual skew- 
edness, half of the thirty Zi;s generated are inverted in 
the final summation. Since their distributions are identical, 
this symmetrizes the distribution of the sum. 

A block diagram of the noise generator is shown in 
Fig. 1. The digital portion is implemented entirely out of 
dual-in-line integrated circuit flip-flops, primarily because 
higher speed circuitry is available in flip-flops than in shift 
registers, and because access to both outputs of most 
stages was required. Since logical “1” and “0” in the digi- 
tal circuitry correspond to -1 and +1, respectively, of 
the previous section, the EXCLUSIVE-OR operation cor- 
responds to multiplication. The multiplications of the X i  
and Yj are thus implemented using AND-OR input flip- 
flops connected to perform EXCLUSIVE-OR’s. This tech- 
nique is also used to generate the feedback function for 
the Y register. For the X register, it was only necessary 



to connect three stages so as to toggle when the previous 
stage is logically “1,” instead of shifting, because of the 
previously mentioned property of the polynomial. 

The outputs of the Zij are summed using a resistor net- 
work at the input to a wideband operational amplifier. 
At the amplifier output, the signal is filtered by a parallel 
tank circuit to eliminate the clock frequency, and passed 
through a 50-Q resistor to provide a standard 50-Q source 
impedance. When loaded with 50 a, the spectrum of the 

system output is flat to within about t0.5 dB from zero 

It is planned to increase the clock rate of the system 
to about 50 MHz by replacing the current integrated cir- 
cuits with faster but PIN-compatible circuits. When this 
is accomplished, the output spectrum will be further 
shaped by filtering to obtain the flattest spectrum pos- 
sible, and statistical tests of the noise properties will be 
undertaken. 

., “An Analysis of the eudo-Randomness erties of Subse- 
quences of Long m-Sequences,” IEEE Trans. Info. Theory, Vol. IT-14, pp. 569- 
576, July 1968. 
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S. Zohar 
Communications Systems Research Section 

This article is a correction and elaboration of “Matched Filters for Binay Sig- 
nals,” appearing in The Deep Space Network, Technical Report 32-1526, Vol. I ,  
Jet Propulsion Laboratory, Pasadena, Calif ., Feb. 15,1971. 

A preceding article (Ref. 1) contains two element value 
tables (Tables 2, 3) which were meant to cover network 
orders 1 to 7.  Due to a regrettable error, the tables actu- 
ally incorporated in Ref. 1 are valid only up to order 5 
(as evidenced by the negative element values for orders 
6, 7 ) .  A version of these tables valid up to order 7 is pre- 
sented here. 

Strictly speaking, the networks described here differ 
from those of Ref. 1. With the adopted number of digits, 
these differences are too small to be evident in the case 
of orders 1 and 2. However, they do increase with the 
order. Thus, we find in the networks of order 5 a maximal 
discrepancy of 28% (in C,) .  In spite of that, the difference 
in performance as measured by vN/vo0 of the actual net- 
works (see Table 1 and footnote on p. 58 of Ref. 1) is so 
small that Table 1 and Fig. 4 of Ref. 1 are applicable, 
without modification, to the networks of Ref. 1 up to 
order 5 as well as to all orders of the networks presented 
here. 

Another modification relates to the transmission-zero 
frequencies FR(I).  In the tables presented here, FR(I) is 
the zero realized by section I and is thus the parallel 
resonance frequency of L(I),  CR(I) .  (In the original tables, 
FR(I)  of the Nth order network referred to section 
N + 2 - I.) 

We conclude 
of the two sets 
of Ref. 1 that, 

with a brief discussion of the relationship 
of networks. It was pointed out on p. 58 
given the set of transmission zeros, the 

desired matched filter could be synthesized through a 
ladder development of any of the following immittances: 
ZIT (s), Z,, (s), Yll(s), Y,, (s). (However, see footnote 2 on 
p. 58 of Ref. 1.) 

With infinite precision, all four expansions would have 
yielded the same network. With finite precision in a real 
computer, differences were bound to show up yielding 
four different networks (for each order). Which of the 

L T  



four should one adopt? In considering this question we 
initially reasoned that since the ladder elements are com- 
puted in sequence, one would expect the errors in the 
element values to increase as the synthesis progressed. 
This suggested adopting the elements of the input half 
of the filter from Z,, (s) or Y,, (s) and the ouput half from 
Y,, (s) or Z,, (8). 

Actual synthesis of all four families has revealed the 
presence of additional error mechanisms, leading to sig- 
nificant differences among the four families. The most 
striking difference is shown in the breakdown of the 
synthesis process. As networks of increasing order are 
synthesized, a point is eventually reached where the ac- 
cumulated errors finally lead to negative elements and a 
breakdown of the process. This aspect of the four expan- 
sions is summarized in Table 4 of this article. Note the 
marked advantage of the Z,, (s) expansion. Examination 
of Eq. (64) of Ref. 1 provides a clue to this behavior. 
Z,, (s) is the only immittance whose construction from 
the polynomials g (s), h (s) involves no “cancellation” er- 

rors, as it calls for the addition of positive numbers only. 
(The coefficients of g e  (s), go (s), he (s) are all positive. 
Those of h, (s) are all negative.) 

Obviously, the Z,,(s) synthesis is the one to be pre- 
ferred. Though it is valid up to order 8, we have decided 
to aim at higher precision and have restricted it to order 7. 
Tables 2 and 3 of this article (and originally meant for 
Ref. 1) are based on the Z,,  (s) expansion. On the other 
hand, the tables mistakenly incorporated in Ref. 1 are 
those based on the Y,, (s) synthesis. 

It should be stressed that the above arguments provide 
only a crude estimate of the reliability of the element 
values. As indicated in Section V of Ref. 1, a precise relia- 
bility indication was obtained through a direct and almost 
error-free analysis of the performance of the networks 
with the computed elements. In the present case, this 
approach turned out to be much simpler than the alter- 
native of special synthesis techniques based on frequency 
transformations. 

1. Zohar, S., “Matched Filters for Binary Signals,” in The Deep Space Network, 
Technical Report 32-1526, Vol. I, pp. 52-62. Jet Propulsion Laboratory, 
dena, Calif., Feb. 15, 1971. 
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K. B. Wallace 
Communications Elements Research Section 

Noise diodes are installed in all RGD microwave receiver systems to  check 
broadband receiver performance required for radiometric applications, such as 
radio astronomy and atmospheric studies. An application to which noise sources 
are particularly suited is the noise-adding radiometer; another application being 
studied is automated system performance evaluation. In this article, mise diodes 
similar to those in use at Deep Space Stations 13 and 14 are evaluated for varia- 
tions in noise output due to temperature. 

Noise diodes are installed in all R&D microwave re- 
ceiver systems at DSSs 13 and 14. They are used to check 
broadband receiver performance required for radiometric 
applications, such as radio astronomy and atmospheric 
studies. A well-calibrated noise source may be used to 
measure system temperature, the magnitude of astro- 
nomical radio sources, and other parameters for which 
discrete frequency measurements are not applicable. 

An application to which noise sources are particularly 
suited is the noise-adding radiometer (NAR) (Ref. 1). 
Anofher application being studied is automated system 
performance evaluation. 

In all of these, noise diode stability is an important 
parameter. The purpose of this evaluation is to determine 
temperature characteristics of a few samples. Further 
evaluations at S-band and other frequency ranges are 
in progress. 

Four solid-state noise sources have been tested to de- 
termine output variations with respect to temperature. 
Of these, two are similar to those presently in use at 
Goldstone. They are manufactured by Microwave Semi- 
conductor Corporation (MSC), designated MC 7025, 
serial numbers 701 and 703. Except for noise output, the 
two are alike in other respects. 

The third sample was supplied by International Micro- 
wave Corporation (IMC), designated NCM-2030-3S, serial 
number 187. The fourth sample was manufactured by 
Texas Instruments, Model MIC 93S, serial number 15. 
This device is a microwave integrated circuit, complete 
with constant-current bias supply. 

The test setup is shown in Fig. 1. An S-band receiver 
of equivalent input noise temperature of approximately 
1000 K is terminated at the input with a liquid-nitrogen- 
cooled coaxial load of equivalent noise temperature of 



85 K at 2295 GHz. The purpose of this load is to eliminate 
receiver variations due to ambient temperature changes. 

The receiver is followed by a noise-adding radiometer 
developed by the Radio Frequency Techniques (RFT) 
Group, Section 333. This NAR is similar to those in use 
at Goldstone (Ref. l) ,  except that it employs a Hewlett- 
Packard Calculator, HP 9100A and accessories, for com- 
putation and control. The NAR is insensitive to gain 
changes and other receiver fluctuations. 

The test device, enclosed in a thermally isolated cham- 
ber, is connected to the receiver input through a 20-dB 
directional coupler. 

Samples 1, 2, and 3 are powered by an external 
constant-current power supply, range 0 to 10 mA. The 
sample chamber was operated over a temperature range 
of 0 to 5OOC. The system has the capability to measure 
variation of noise power of a test device to an accuracy 
of approximately 0.1%. Absolute accuracy is approxi- 
mately 1%. No effort was made to improve absolute accu- 
racy, since the purpose of the test was the determination 
of noise power variations of the samples with tempera- 

ture. The results of the tests are shown in Figs. 2 and 3, 
and summarized in Table 1. 

The conversion of noise output (excess noise) expressed 
in kelvin to noise output expressed in dB is given by the 
expression 

This conversion is frequently used since manufacturer’s 
specifications of excess noise are in dB and DSN system 
parameters are expressed in kelvin. Sample 4 could not 
be operated over a range of bias current. It was run at 
constant bias over a temperature range of 0 to 5OOC. 

It may be inferred from the test results that higher- 
power devices show greater percentage variation. Further 
testing of other noise sources will be required to verify 
this. Since the higher-power devices are required in R&D 
systems, the temperature variation must be reduced by 
using better noise sources or by temperature control. 

1. Batelaan, P. D., Goldstein, R. M., and Stelzried, C. T., “A Noise-Adding Radi- 
ometer for Use in the DSN,” in The Deep Space Network, Space Programs 
Summary 37-65, Vol. 11, pp. 66-69. Jet Propulsion Laboratory, Pasadena, Calif., 
Sept. 30, 1970. 



Noise from lest device Maximum variation 
Noise at receiver at ambient temperature at peak 

at ambient temperature, K Sample 

K d6 % /'e dW'C 

Manufacturer's 
specification 

dW'C 

Sample 1 
(MSC MC 7025, 
SN 701) 

Sample 2 
(MSC MC 7025, 
SN 703) 

Sample 3 
(IMC, NCM-2030-3s) 

123 

1760 176,000 27.8 0.06 0.01 0.01 

3280 328,000 30.5 0.30 0.12 0.01 

3160 888,000 34.9 0.50 0.10 - 

Sample 4 
(MIC 935) 310 31,000 20.1 0.07 0.003 - 
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T. Y. Ofoshi 
Communications Elements Research Section 

In previous studies of the compact rotary vane attenuator, the possible error 
due to stator vane misalignment was not considered. I t  is shown in this article 
that even though the stator vanes are misaligned with respect to each other, the 
boresight error calibration procedure will tend to cause the residual attenuation 
error to reduce to a type B error which is generally negligible. This analysis applies 
to conventional as well as to compact rotary vane attenuators. 

At the Jet Propulsion Laboratory it has been recognized 
for several years that, for purposes of antenna gain and 
noise temperature calibrations, it is desirable to incor- 
porate a precision rotary vane attenuator (RVA) in the 
receiving system. The RVA would enable power ratio 
measurements to be made by RF substitution methods 
and therefore reduce the present requirements for ampli- 
fiers with a high degree of linearity over a large dynamic 
range. The “front end” of the deep space communication 
antenna systems operating at 2.3 GHz utilizes WR 430 
waveguide components that are assembled inside a Cas- 
segrainian cone housing. Due to the need to keep the 
waveguide losses to a minimum, the installation of a con- 
ventional WR 430 RVA [ 1.2 to 1.5 m (4 to 5 ft) in length] 
was not considered practical. The requirements for a 
shorter low residual loss unit promoted the development 
of the compact RVA. 

In Ref. 1, the results of tests on a test model compact 
RVA were presented. The test model that was developed 

in WR 112 waveguide size may be seen in Fig. 1. Excellent 
agreement was obtained between experimental and theo- 
retical attenuations of the compact RVA which had a 
total dynamic range of about 30 dB. The theoretical atten- 
uations were computed from a modified law that was 
derived for compact WAS. It was shown in Ref. 2 that 
the same modified law could be used to extend the accu- 
rate dynamic attenuation range of a conventional RVA. 

In previous studies of the compact RVA, the possible 
error due to mutual misalignment of stator vanes was not 
considered. In this article it is shown that it is permissible 
to neglect the effect of misaligned stator vanes if the de- 
scribed boresight error calibration procedure is used. 

As derived in Ref. 3, the modified attenuation law for 
rotary vane attenuators is 

A, = - 10 log,, [ cos4 e + 10-La~/20 (2 cos 4 cos2 8 sin2 0) 

+ 10-La~/lo sin4 e ]  (1) 



where If cos I$ A 10-LdB/Po, 

L a  = attenuation (in decibels) at 6' = 90 deg relative 

= phase shift at the rotor output at e = 90 deg rel- 

to the attenuation at 6' = 0 deg 

ative to the phase shift at 6' = 0 deg 

and 

e = er + a1 + az (0,) (2) 
where 

6'1 = indicated vane angle 

a1 = boresight error (difference between indi- 
cated and actual zero-degree vane angle 
positions) 

a2 (0,) = rotary vane angle runout error calibrated 
relative to 0, = 0 deg setting.(This error is 
a function of Or,  and is due to gearing 
errors, bearing runout, eccentricities, etc.) 

It should be pointed out that the parameters L d B  and 4 
are frequency sensitive. However, their values over a 
broad band of frequencies can be calibrated rapidly and 
economically by an automatic network analyzer. 

The vane angle errors a1 and a2 (e,) must also be cali- 
brated to ensure that the attenuator follows the law given 
by Eq. (1). A procedure for calibrating runout error az (0,) 
was previously described in Ref. 3. The method for cali- 
brating the boresight error al will be described in this 
article. 

It is of interest to examine some special cases of the 
modified law which are important to consider in bore- 
sight error calibrations. Analysis of Eq. (1) will reveal 
that, when cos 4 < 10-Ld~/20, the incremental attenuation 
will become a maximum at a vane angle setting less than 
90 deg and have a maximum value greater than .&B. The 
following relationships apply for cos (p < 1 0 - L d ~ / 2 0 :  

) (3) 
L - 2l/Zcos+ + 1 

L sin2 (p 
t lolog,, 

Figure 2 illustrates the maximum attenuation character- 
istics of a compact RVA having a value of L d B  equal to 30. 
These curves were generated by the Univac 1108 com- 
puterl using the modified attenuation law equation. It is 
of interest to note in the family of curves that when 4 
is in the region 88.2O L I 4 I 4 180°, the maximum attenua- 
tion is greater than L d B  and will occur at a vane angle 
setting which is less than 90 deg. 

S 

Substitution of sin" 6' = 1 - cos2 6' and algebraic manip- 
ulations of Eqs. (1) and (2) will lead to the explicit rela- 
tionship for a1 given as 

a1 = rrtarccos fi - 8, - a2 (0,) (8) 

where 

- B k v n  
2A X =  

and L was previously defined by Eq. (4). 

The plus sign shown in Eq. (8) is chosen if O1 has a 
positive value and the minus sign is chosen if Or has a 
negative value. For most cases, the plus sign shown in 
Eq. (sa) is applicable. The minus sign in Eq. (8a) is used 
only for special cases where cos (P < 1 0 - L d ~ / 2 0  and the vane 
angle setting falls in the region By < I e I < ~ / 2 ,  where Oar 
is given by Eq. (5). 

Xomputer program written by T. Cullen of the Communications 
Elements Research Section. 
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The procedure used to calibrate a1 of the compact RVA 
is identical to the one described by Larson (Ref. 4) for 
conventional RVAs except that measured attenuation 
values are substituted into the above general al expres- 
sion derived from the modified law rather than from the 
cos2 8 law. It is necessary that an initial approximate cali- 
bration of L,B and + for the compact RVA be obtained. 
Then, the a1 calibration procedure is to measure the in- 
cremental attenuation at a 8, setting and substitute the 
measured value for A,, in Eq. (8d) and compute a1 from 
Eq. (8). After computing al values based on measured 
attenuations at several 8, settings, an average value of a1 
is computed. For best accuracy, use of data obtained at 
vane angle settings close to minimum and maximum 
attenuation regions should be avoided. 

Due to the fact that attenuations of a compact RVA 
deviate significantly from the cos28 law even at vane 
angle settings as low as 20 deg, the use of the more gen- 
eral al expression (given by Eq. 8) is recommended for 
accurate calibration of al. As will be shown later, a bene- 
ficial outcome of the use of the described calibration 
procedure is that, if the stator vanes were misaligned 
with respect to each other, the effect of this misalignment 
would tend to reduce to a type B (Ref. 5) error which is 
generally negligible. 

Since a1 is a mechanical misalignment angle, its value 
can be determined from RF calibrations at a single 
frequency if internal reflection errors are small. Using 
8448-MHz calibrated values of La, and + and measured 
attenuation values in the general al expression, average 
values equal to (0.0064 +-0.0018 $5) degree and (-0.178 t 
0.004s,-) degree were calibrated for the test model com- 
pact RVA (Fig. 1) in the tapered and stepped transition 
configurations, respectively. The symbol s,- denotes the 
calculated standard error based on the number of mea- 
surements. The average al value for each configuration 
was based on measured attenuations at 27 different vane 
angle settings (between 19 and 80 deg). The differences 
of the a1 values for the two transition configurations were 
attributed mainly to differences in the mechanical align- 
ments of the stator vanes. 

where the angles are expressed in radians and 

The purpose of this analysis is to show that if the stator 
vanes were misaligned with respect to each other, the a1 
calibration procedure will cause the actual rotor index 
plane to be established at a plane located approximately 
midway between the two stator vanes. By establishing 
the rotor index at this plane, a good fit will result between 
measured attenuations and the modified law. 

Figure 3 depicts the geometry of a general stator vane 
misalignment case. An arrow at the end of an arc indi- 
cates the plane to which the angle is measured with 
respect to the reference plane located at the beginning 
of the arc. When the arrow points in a counter-clockwise 
direction, the angle has a positive value in the equations 
presented in this analysis. For the general stator vane 
misalignment geometry of Fig. 3, the equation for theo- 
retical attenuations (relative to minimum attenuation) can 
be derived as 

f$+ +- sin 8, sin (8, + 8’) 
lrts (9) 

where 

and 

6 = angle between the output stator card and the 

8’ = angle of misalignment between stator vanes, rad 

indicated rotor index plane, rad 

Other angles used in this analysis were previously defined 
by Eq. (2) or can be defined from Fig. 3. 

In the absence of internal reflections, the measured 
attenuation values will closely follow those given by 
Eq. (9). Substitution of Eq. (9) for Ad, in Eq. (8d) and 
computations of a1 using Eq. (8) at many vane angle 
settings will result in an average al value of 

sin2 8i  
L COS’ 8i  + - 

cos (p 1 

n cos 28i - - sin2 8 i  L cos2 8 i  - - 

- 1 
N 

€1- 
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and 

The derivation of Eq. (12) is involved and therefore 
presented separately in the Appendix of this article. The 
approximate formula given by Eq. (11) is useful for show- 
ing the relationship between 8’ and the calibrated al 
value. For most compact RVA cases likely to be en- 
countered in practice, the accuracy of the approximate 
formula for z1 will typically be better than 0.001% The 
approximate formula becomes inaccurate when vane 
angle settings approach e = 0, ~ / 2 ,  and Or,  which was 
defined by Eq. (5). 

From the geometry of Fig. 3 and substitution of 
Eq. (ll), one can obtain 

The last expression shows that the new rotor index plane, 
established by the boresight error calibration procedure, 
will be located approximately midway between the two 

stator vanes. If the rotor index were located exactly mid- 
way between the stator vanes, the associated attenuation 
error would be called a type B error (Ref. 5) whose mag- 
nitude is very small when 8’ is small. 

Figure 4 is a sample computer program printout that 
illustrates the small residual difference between measured 
and corrected attenuations that results from the boresight 
calibration procedure even when stator vanes are signs- 
cantly misaligned. Numerical values as computed from 
the approximate and exact formulas for a1 are also 
compared. 

It has been shown that even when the stator vanes of a 
rotary vane attenuator are misaligned with respect to each 
other, the boresight error calibration procedure will tend 
to cause the residual attenuation error to become negli- 
gibly small. 

A restriction on the analysis is that the effects of internal 
reflections must be small. If transitions used on the RVA 
have VSWRs of 1.02 or less, the effects of internal reflec- 
tions can be neglected. 

1. Qtoshi, T. Y., “RF Calibration Techniques: A Precision Compact Rotary Vane 
Attenuator,” in The Deep Space Network, Space Programs Summary 37-62, 
VoI. 11, pp. 81-87. Jet Propulsion Laboratory, Pasadena, Calif., Mar. 31, 1970. 

2. Qtoshi, T. Y., “Improved RF Calibration Techniques: Rotary Vane Attenuator 
Calibrations,” in The Deep Space Network, Space Programs Summary 37-60, 
Vol. 11, pp. 41-43. Jet Propulsion Laboratory, Pasadena, Calif., Nov. 30, 1969. 

3. Otoshi, T. Y., and Stelzried, C. T., “Improved RF Calibration Techniques: 
WR 430 Waveguide Precision Rotary Vane Attenuator Calibration,” in The 
Deep Space Network, Space Programs Summary 37-46, Vol. 111, pp. 73-82. 
Jet Propulsion Laboratory, Pasadena, Calif., July 31, 1967. 

4. Larson, W., “Analysis of Rotation Errors of a Waveguide Rotary Vane Attenua- 
tor,” I E E  E Trans. Instrumentation and Measurements, Vol. IM-12, pp. 50452, 
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5. Larson, W., “Analysis of Rotationally Misaligned Stators in the Rotary Vane 
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Derivation of the approximate formula given by Eq. (12) 
is laborious and the details are involved. However, due to 
the importance of the approximate formula and the in- 
sight it provides for stator vane misalignment analysis, 
details of the derivation are presented here. The same 
analysis applies to conventional as well as to compact 
RVAs. 

AB = - 10 log,, 

It was found from studying numerical results from a 
computer that substitutions of Eq. (9) into Eqs. (Sa) 
and (8) generally produced the result 

ei+ 

L 
cos2 e + = sin2 e 

where E is very small compared to 6”. It is difficult to prove 
this result analytically from direct analysis of Eq. (8). 
However, an approximate formula for E was derived by 
use of the following indirect but equivalent method. Let 
the expression for a1 as given by Eq. (15) be substituted 
into Eq. (10). Then, further substitution of Eq. (10) into 
Eq. (9) results in 

From use of trigonometric identities and the assump- 
tions that 8’ and e are small radian angles, the following 
approximate formula can be derived: 

where 

z = ~ s i n 2 0  - k 

2 

k =  

As was previously described, the exact procedure for 
determining a1 is to substitute Eq. (16) into Eq. (8d) and 
compute al from Eq. (8). The approximate equivalent 
procedure is to equate Eq. (17) to the modified law; then 
solve for E and then substitute the derived expression for 
E back into Eq. (15). 

As a result of equating Eq. (17) to the modified attenua- 
tion law which can also be expressed as 

a quadratic equation2 of the form 

is obtained. For compact and conventional RVAs the 
condition b2 > > 4ac nearly always applies and, there- 
fore, the approximate solution of the quadratic equation 
z n l  - c /b  can be used. Using this approximation and 
omitting higher order terms and then solving for E yields 
the expression 

E N -  14 1 
sin 28 

where e, 0‘ are expressed in radians. For convenience of 
computations, one can substitute e = eI + S + 0’/2 in 
Eq. (22) and sacrifice only a small loss of accuracy. 

2If u and v are general complex expressions and Iu + VI’  = IuI’, 
then the condition lvl’ + 2 Re [uv”] = 0 must hold. The symbol 
(*) denotes complex conjugate. 
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R. 6. Kolbly 

R.F. Systems Development Section 

This article describes experiments to produce a practical system for time-sharing 
a klystron amplifier between two up-link frequencies. Attempts to produce inter- 
modulation products in the Deep Space Instrumentation Facility (DSIF) receiver 
passband and observations on intermodulation products at a DSlF station (Pioneer 
Deep Space Station) are described. 

The DSIF has a requirement in support of the Viking 
Mission for simultaneous transmission of two carriers 
from one 64-m antenna. These carriers would be separated 
by approximately 5 MHz and carry ranging modulation. 
The power level required is a minimum of 40 kW in each 
carrier and its associated sidebands. The 400-kW trans- 
mitter can supply this easily if excitation is supplied at the 
two frequencies, but past experience has shown that 
intermodulation (IM) products in the receiver passband 
well above receiver threshold are generated by this ap- 
proach. These products are generated whenever two car- 
riers are present in a nonlinear system. There is evidence 
that they are generated in the waveguide equipment or 
antenna structure. 

If the excitation could be switched so that the klystron 
and antenna see only one carrier at a time, these inter- 
modulation products would not be generated.l The Gold- 
stone Development Support Group of the RF Systems 
Development Section has been performing experiments to 
determine the feasibility of this method. 

'Proposed by M. Easterling. 

This experiment to investigate the feasibility of time- 
sharing a klystron amplifier was conducted in several 
parts: 

(1) Development of 66-MHz switch. 

(2) Investigation of DSIF multiplier chain under 
switched-carrier conditions. 

(3) Development of 2115-MHz switching techniques 

(4) Investigation of klystron performance under 
switched-carrier conditions. 

(5)  Investigation of klystron and antenna performance 
under simultaneous carrier conditions. 

Performance of a 66- ek 

The diode switch described in Ref. 1, p. 82 and Ref. 2 
was unsatisfactory because of internally generated IM 
products created by the diodes in the switch. These IM 
products were -22 dB relative to the two input carriers. 
Also the switch described with its associated driver did 
not have independent control of each frequency on and 
off times. 
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A pair of commercial diode switches (Welcom S2) were 
procured and suitable driver units were fabricated (Fig. 1). 
Although the switch is a SPDT switch, two switches and 
associated driver units were used to allow independent 
control of each frequency ‘‘on” and “of€” times. Each 
Relcom switch and its associated driver was driven with 
a pulse generator. Figure 2 is a block diagram of the 
equipment used to investigate the performance of the 
switches and the DSIF Block I11 multiplier chain. 

The Relcom switches performed satisfactorily in this 
configuration. A typical 66 MHz spectrum is shown in 
Fig. 3. Time domain is shown in Figs. 4 and 5. However, 
the DSIF Block I11 multiplier chain distorted the output 
spectrum and generated excessive noise in the S-band 
spectrum. The strongest spectral line at the output of the 
multiplier chain was, in general, not the carrier frequency 
but the first switching sideband (Fig. 6). Although it has 
not been fully investigated, this phenomenon is thought 
to be due to the self-bias circuits in the multiplier. 

Because of the unpredictable performance of the DSIF 
Block I11 Multiplier under switched-camer conditions, it 
was decided to accomplish the switching at the output of 
the multiplier. This was accomplished by the equipment 
shown in Fig. 7. Hewlett-Packard Model 8732A PIN- 
diode modulators were used as switches. A fixed bias of 
-4 Vdc applied to the switchesresulted in best perform- 
ance. As with the 66-MHz switches, each S-band switch 
was independently controlled by a pulse generator. The 
use of isolators and a hybrid isolated the two switches so 
that no interaction was detected. Figures 8 and 9 show 
the spectrum and envelopes obtained by S-band switch- 
ing. By adjustment of the switching voltages, independent 
control of the duty cycle of each carrier is possible. 

The switched-carrier signal generated in this manner 
was used to drive a Model 5K70SG klystron amplifier. 
The 5K70SG klystron is a 20-kW CW output klystron used 
in both MSFN and DSIF 20-kW transmitters. Also, this 
klystron utilizes the same electron beam optics as the 
Eimac X3075 klystron, which is presently used in the 
DSIF 400-kW transmitters. It is expected that the 5M70SG 
klystron performance under these conditions will be rep- 
resentative of the X3Q75 klystron performance. 

When driving the klystron ampliser with one carrier 
keyed at a 50BkHz rate (analogous to 100% square wave 
amplitude modulation), the even-order sideband suppres- 
sion is degraded when amplified by the klystron. When 
both carriers are present, the even-order sideband sup- 

pression is improved somewhat. Figures 10 and 11 show 
input and output spectrums under single-switched carrier 
and dual-switched carrier, respectively. Operating the 
klystron saturated produced the most severe degradation 
of the even-order sideband suppression. The spectra in 
Fig. 11 were measured with the klystron operating under 
saturated conditions. 

In order to determine if there would be any degradation 
in DSIF system performance when operating under 
switched carrier conditions, a DSIF S-band Cassegrain 
monopulse/traveling-wave maser (SCM/TWM) micro- 
wave subsystem was diplexed using switched-carrier 
drive. The particular SCM used in these tests was a unit 
returned from service because of excessive noise bursts. 
Using wideband noise instrumentation (Fig. 12), no degra- 
dation of system temperature was noted when operating 
in the switched-carrier mode. 

Attempts were made to produce a detectable intermod- 
ulation product in the receiver passband. Transmitter fre- 
quencies were selected so that the 240/221 turnaround 
ratio of one frequency (2113.3125) would be within range 
of the Microwave Test Facility phase-lock receiver. The 
second transmitter frequency (2116.3919) was selected so 
that a predicted intermodulation distortion product would 
also be within the receiver’s tuning range. 

By operating this klystron well into saturation, maxi- 
mum intermodulation distortion was observed. However, 
we were unable to detect any intermodulation products 
stronger than the receiver threshold (- 170 dBmW). Mea- 
surement of IM product amplitudes in the vicinity of the 
two carriers showed each successive IM product was, on 
the average, 3.8 dB below the previous one. By extrapo- 
lating these data to the DSIF receiver band, the IM 
product would be 220 dB down from the carriers, or ap- 
proximately -150 dBmW. The isolation between the 
transmitter and maser is typically 130 to 160 dB, so IM 
products generated in the klystron would be expected to 
be well below receiver threshold. 

Attempts were made to generate %M products by plac- 
ing various nonlinear devices in the near-field of the Cas- 
segrain feed horn. The following types of nonlinear de- 
vices were tried: 

1. PN-type junctions (such as are found in semicon 
tors). An example of this would be a microwave mixer 
diode, such as a type lN2193. In this attempt, a PN silicon 
rectifier junction (1N4OQ5 diode with the leads forming 



both half-wave dipoles and full-wave resonant loops) 
were placed approximately 0.3 m in front of the feed 
horn. Although increases in system temperature were 
noted (+SO to 100OK) as the diodes started conducting, 
no IM products were detected. The next experiment used 
a WR-430 to coax transition, a 1N21 crystal holder pointed 
down the feed at an approximate 0.3-m distance. Again, 
temperature increases were noted, but no IM produets 
detected. 

2. Corroded metal joints and dissimilar metal joints. In 
this experiment, metal strips of aluminum and OFHC 
copper (25 X 3 X 0.32 cm approximate dimensions) were 
joined together with approximately 10 cm of overlap with 
stainless steel screws and placed 0.3 m in front of the feed 
horn. One of these test pieces was fresh, and the other test 
piece was dipped into a nitric-sulphuric acid solution (this 
solution is normally used for cleaning fabricated copper 
and copper-based alloy parts) to induce joint corrosion. 
Both of these test pieces, when placed in the beam of the 
feed horn produced 50 to 100°K noise bursts, but no 
detectable IM products. 

3. Ionization. To simulate the nonlinear phenomenon 
that would be present in corona discharge, neon lamps 
and fluorescent lighting tubes were suspended in the 
beam of the feed horn. With power output of approxi- 
mately 1 kW, the 50 to 100°K noise bursts were observed. 
Increasing the power resulted in an erratic system tem- 
perature increase as the gas tube ionized. Again, no IM 
products were detected. 

cs. To produce an RF arc in the feedhorn beam, a 
spark gap was made of two 6.35 mm (0.25 in.) stainless 
steel rods placed Xg/4 from a short in WR-430 waveguide. 
The gap was centered in the waveguide at the point of 
maximum electric field. The gap was set to approximately 
1 mm spacing and suspended approximately 0.3 m above 
the feedhorn with the open end of the waveguide. Due 
to the weight of the gap assembly, it was necessary to 
use a 4 X 9 cm (“two-by-four”) Douglas fir beam to sus- 
pend the arc gap. This arc gap fired at approximately 
5 kW transmitter power. The transmitter was operated 
at 15 kW total power output during the search for an IM 
product. Although no IM product was detected, the fir 
beam scorched and started to bum. The power density 
encountered was sufficient to burn the wood in the center 
of the beam. 

All of the above nonlinear devices produced broadband 
noise, but no detectable intermodulation products were 

produced. At the present time we have no explanation 
for the negative results. All of the above devices should 
have produced IM products but none were detected. 

Earlier work (Ref. 3) measured IM products on the 
DSS 11 26-m antenna when operating under dual carrier 
conditions. Time was made available at DSS 11 to verify 
these results and to attempt to learn more about the na- 
ture of IM product generation. Because the station was 
only available in the MSFN configuration, MSFN fre- 
quencies were used for these experiments. The frequencies 
used for transmission were 2101.8021 and 2106.5517 MHz. 
A stable (in frequency) IM product was received on 
2282.2869 MHz, which agrees with a predicted IM prod- 
uct frequency. The amplitude of this product varied rap- 
idly (T < 1 sec) between - 130 and - 150 dBmW, with 
a signal strength normally around -140 dBmW. To con- 
duct the tests at DSS 11, the incoherent AGC was on one 
channel of a chart recorder and the coherent AGC with 
a 4.5-Hz bandwidth recorded on another channel of the 
same chart recorder. One of the event markers was used 
to indicate receiver lock conditions. The incoherent AGC 
channel corresponds to system temperature. Figure 13 
shows a portion of this chart recorder graph and shows the 
calibrations of the coherent AGC channel. Figure 14 
shows the noise bursts and amplitude of the IM prod- 
ucts. It can be seen that the IM product amplitude has 
a definite positive correlation with the system temperature 
bursts. Individual footsteps of a man climbing the an- 
tenna were detectable in both the incoherent and coherent 
AGC channel. 

To find if the bursts in the incoherent AGC channel 
were due to IM products or wideband noise, another re- 
ceiver with a 1 MHz bandwidth was tuned to a frequency 
between two IM products. The maser noise instrumenta- 
tion subsystem was used to set the bandwidth and detect 
the noise bursts. Interfacing the noise instrumentation sub- 
system with the receiver recorder posed difficulties, but 
the data indicate that the noise bursts are broadband in 
nature, and correlate with the IM product amplitude 
(Fig. 14). Pointing the antenna at the collimation tower 
resulted in a drastic increase in both system temperature 
and IM product amplitude (Fig. 12). Offsetting the 
2106.5517 transmitter frequency driver frequency 1 FIz 
(96 Hz change in transmitter frequency) resulted in the 
IM product receiver VCO frequency changing 38 Hz 
(IM product moved 3648 Hz). In a similar manner chang- 
ing the VCO frequency of the 2106.5517 MHz moved 
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the VCO frequency of the IM product driver down in 
frequency 37 Hz. 

it seems that the same mechanism that produces noise 
bursts also produces IM distortion products. More con- 
trolled arcs and coronas will be used, as well as injection 
of various contaminants into the waveguide. Dual-carrier 
experiments at other DSIF stations will be made to deter- 
mine the IM product problem’s relation to the age and 
construction of the antennas. 

. Future Experiments 

Efforts will continue to produce IM products under 
laboratory conditions. From the experiments at DSS 11, 

ces 

1. Chernoff, R. C., and Hartop, R. W., “Noise and Intermodulation Interference 
in MSFN Back-up Tracking Systems During Transmission of Dual Up-Link 
Carrier,” in The Deep Space Network, Space Programs Summary 37-57, Vol. 11, 
pp. 138-145, Jet Propulsion Laboratory, Pasadena, Calif., May 31, 1969. 

2. Kolbly, R. B., “Switched-Carrier Experiments,” in The Deep Space Network, 
Space Programs Summary 37-65, Vol. 11, pp. 81-84, Jet Propulsion Laboratory, 
Pasadena, Calif., Sept. 30, 1970. 

3. Kolbly, R. B., “Switched Carrier Experiments,” in The Deep Space Network, 
Space Programs Summary 37-66, Vol. 11, pp. 8488, Jet Propulsion Laboratory, 
Pasadena, Calif., Nov. 30, 1970. 
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E. 1. Finnegan 
R. F. Systems Development Section 

A crowbar is described which is capable of holding off very high uoltage, 80 kV 
or greater, using two or more mercury-pool ignitrons connected in series. This 
system will replace a single high-voltage ignitron which has required lengthy 
processing prior to use and which failed to stand off voltages above 70 kV. It  
was necessary to perfect a higher voltage device in order to  improve the reliability 
of the crowbar used to protect the high-powered (high voltage) klystron from 
self-destructive arcs. An experimental version of the crowbar was built and 
operated. Also an experimental photon. generator, using a light-emitting diode and 
fiber optics and a silicon-controlled rectifier with which to  pulse the ignitron, 
was built and tested. Test results are presented, and the performance has been 
essentially as predicted. The device will be used on the 400-kW transmitting 
subsystem. 

The 400-kW transmitter located at GDSCC utilizes a 
klystron to generate and transmit the necessary RF sig- 
nals to track and recover telemetry from space vehicles. 
Due to the high voltage (70 kV) used on the klystron 
tubes, they may experience internal arcing. This arcing 
can very easily destroy the klystron. Therefore, it is ad- 
visable to protect the tube from these high-voltage arcs 
by the use of a crowbar. A crowbar is a protective instru- 
ment that detects high-voltage arcs in the klystron and 
short circuits the destructive high currents from the Mys- 
tron through the crowbar until the high voltage can be 
removed. A number of different types of crowbars were 

considered: triggered spark gaps, spark gaps, thyratrons, 
and mercury pool ignitrons. ost devices could not han- 
dle the high current, high voltage, or were too slow, but 
the chief problem was the high voltage. An earlier ver- 
sion of an ignitron protective device (crowbar) was de- 
signed and developed in 1967 using a multigridded 
ignitron (NL1028). See Ref. 1. These ignitrons were 
designed to operate at high voltage; however it was 
found that only a very small percenta 
factured may be used for high voltag 
is very high and the yield is poor; a new tube requires 
72 h of processing prior to use. These are the events that 
led to the development of the new series ignitrons. 
Therefore, it was decided to place two smaller 5O-kV 



mercury-pool ignitrons in series so as to use their excel- 
lent high-current characteristics and their fast response 
time. The 50-kV unit has been in volume production and 
has a good record for reliability. This paper will present 
data to this date and outline future plans. 

Figure 1 shows the two mercury-pool ignitrons as they 
are mounted in their plastic tubing and corona shield, 
and Fig. 2 shows the electrical schematic as the ignitrons 
are connected. 

In this configuration, the tubes must be triggered on 
simultaneously; they can be gated on with a balanced 
pulse transformer or as shown in Fig. 2. The latter tech- 
nique was chosen because the pulse transformer would 
have to be insulated for 35 kV and balanced. This would 
make the transformer very large and cumbersome. 

Figure 2 shows the experimental configuration. Each 
tube (GL37248) has a maximum hold-off voltage of 50 kV. 
Theoretically, the crowbar system described herein is 
capable of 100 kV and would be more than adequate for 
reliable operation in the 400-kW transmitter at 70 kV. 
The circuit operates in the following manner. If the 
klystron arcs, the arc is sensed and develops a pulse 
through a light-emitting diode (diode laser), which will 
be explained later. This infrared pulse is transmitted 
through fiber optics to the high-voltage deck and triggers 
an infrared detector which, in turn, gates a large silicon- 
controlled rectifier (SCR). The SCR must be capable of 
being pulsed for 10 ps and must carry 1000 A. This pulse 
is then applied to the ignitor through a step-up trans- 
former which, in turn, ionizes the mercury in V1. V1 
then conducts discharging C1 through R4. The voltage 
drop across R4 ignites V2 which goes into conduction 
also. The ignitrons are almost a perfect switch when 
conducting, the internal resistance being only 1 ma. The 
small power supply in Fig. 2 is connected to the holding 

anode. This is needed if the current decreases too fast 
and turns the tube off (squelches the mercury arc). Test 
results indicate that this does occur at lower voltages, 
50 kV or less. 

One of the problems existing in the crowbar is that the 
cathode is floating at -70 kV. This means that isolation 
must be maintained between the photon generator oper- 
ating at ground potential and the ignitor firing circuit 
operating at klystron cathode potential. Figure 3 shows a 
block diagram of the entire protective system. Isolation 
is accomplished by generating infrared pulses using a 
gallium arsenide (GA) laser, transmitting these photons 
through the light pipe (isolator) and triggering the infra- 
red detector on the high-voltage deck which develops the 
high-powered pulse to the ignitor and causes the igni- 
trons to conduct. All of the components are solid state. In 
many of the components separate tests had to be made in 
order to decide if they were usable. For instance, pub- 
lished data on the large SCR gave a delay time of 1.5 ps, 
but it was established that if the gate were pulsed hard, 
the delay was 200 ns, with no apparent degradation. A 
very sensitive gate circuit had to be developed in order 
to use the GA laser as there is a large loss factor (75%) 
through the fiber optics (light pipe). This uses a sensitive, 
light-activated SCR which triggered another sensitive 
SCR. The SCR generated an electrical pulse suitable to 
fire the laser which propagated a light pulse through the 
fiber optics, and the light detector responded every time. 

This crowbar system has been pulsed many hundreds 
of times and is performing as expected. The measured 
response time of 3 ps, using the two tubes in series along 
with the fiber optics, is more than adequate to protect 
the klystron. The device has been tested at 80 kV, trig- 
gers reliably, and passes the 20,000-A surge current with- 
out incident. 

Further testing will be done in the future with the 
holding anode power supply in order to evaluate its 
effects and at voltages above 80 kV. 

1. Finnegan, E. J., “Klystron Protective Device,” in The Deep Space Network, 
Space Programs Summary 37-41, Vol. 111, Jet Propulsion Laboratory, Pasadena, 
Calif., Sept. 30,1966. 
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C. F. Foster 
R .  F. Systems Development Section 

This report describes a portable S-band demodulator. The demodulator is a 
first-order phase-locked loop designed to work directly with the nominal levels 
out of the Deep Space Instrumentation Facility exciter and or transmitter. This 
demodulator provides an independent means for verification of the exciter/ 
transmitter performance. Its primary utilization is the measurement of exciter/ 
transmitter, amplitude stability, short-term phase stability, modulation index, 
bandpass, and modulation fidelity. 

cti 

A requirement for a means of evaluating broadband 
modulation spectrum was defined by the multimission 
command. Modulation could not be evaluated because 
no existing instrumentation previously available allowed 
broadband observation of the total exciter/transmitter 
chain. To meet these requirements a wide-band de- 
modulator was developed. This device is a first-order 
phase-locked loop whose predetection bandwidth is two 
orders of magnitude greater than the exciterhransmitter 
bandwidth. 

The decision to mount the demodulator in a standard 
attach6 case dictated the use of miniature microwave 
components. The feasibility model was constructed on 
an aluminum chassis (Fig. I). All intermodule cabling 
is semirigid coax to ensure phase stability versus tem- 

perature and vibration. The S-band demodulator is self- 
contained, requiring only standard 60-Hz line power and 
a coherent 66-MHz reference signal. 

The phase detectors (Fig. 2), and all S-band modules 
have a bandwidth two decades greater than the exciter/ 
transmitter spectrum bandwidth. 

The S-band demodulator has a built-in self-calibration 
provision which takes a sample of the reference signal 
and injects it into the demodulator. This self-test pro- 
vides a measurement of the demodulator amplitude sta- 
bility and short-term phase jitter. 

There are three internal meters that monitor the fol- 

(1) The reference level meter provides assurance that 
z input is connected, and that the X 32 

frequency multiplier, the limiting amplifier, and the 
voltage-controlled phase shifter are all operating. 

lowing functions: 

1 



(2) The AGC voltage meter provides a measurement 
of the input S-band signal strength and can be 
used to set modulation index using the suppressed 
carrier method. The resolution of this meter is 
coarse, and is only used when modulation index 
setting is not critical (i.e., when measuring modu- 
lator bandwidth). 

(3) The phase shifter input control voltage meter is 
calibrated in degrees of phase and has a 2-deg 
resolution. It is used to assure that the voltage- 
controlled phase shifter is in the center of its linear 
range and can be used to measure phase shift as 
well as setting low-frequency squarewave modu- 
lation index. 

The outputs of the S-band demodulator are two phase 
detectors, one in quadrature with respect to the other. 
The 90-deg detector output is used to monitor carrier 
amplitude. It is calibrated to provide a reading of input 
level in dBmW into 50 a. This output is also used in 
either the MGC or AGC modes to provide short- and 
long-term excitedtransmitter amplitude stability. It can 

also provide an indication of modulation index by mea- 
suring carrier suppression. 

The 0-deg detector output is used to measure exciter/ 
transmitter short-term phase stability, excitedtransmitter 
bandpass, and the fidelity and power loss of the com- 
mand modulation chain, by comparing the input modu- 
lation to the demodulated output waveform. 

Table 1 lists design goals and achieved performance. 

1. 

Testing of the demodulator for compatibility with 
DSIF has been successfully completed at CTA 21. 

The S-band demodulator has been used to evaluate 
fidelity of planetary ranging modulation through the 
DSIF exciter chain, and has proved useful as a means of 
trouble-shooting individual exciter chain modules. 

The S-band demodulator feasibility model will con- 
tinue to be used for DSIF exciter-transmitter system per- 
formance confirmation and new system development. 
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Parameter 

Relative amplitude of carrier 

Modulation sideband spectra 

Dynamic range 

Noise figure at maximum gain 

Amplitude stability 

loop bandwidth 

AGC loop bandwidth 

Internal phase meter 

Modulation index measurement 
using square wave modulation 

Design goal 

30-dB range 

f 2  MHz 

40 dB 

No specification 

N o  specification 

N o  specification 

No specification 

No specification 

10 to 90 deg 

Achievement 

60-dB range 

13 MHz 

45 dB 

9 dB 

>.OS dB 

1 and 0.5 Hz 

0.1 Hz 

2 deg resolution 

0 to 90 deg 
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E. B. Jackson 
R .  F. Systems Development Section 

Major activities in support of the Deep Space Network (DSN)  research and 
technology program are presented for the last 6 mo. Work was performed at both 
the Venus Deep Space Station and the Microwave Test Facility. Progress and 
performance summaries are given in the following areas: radiometric observa- 
tions (20-25 GHz); pulsars and planetary radar; 26-m antenna upgrade; precision 
antenna gain measurements; weak source obseruations; and radio star obserua- 
tions (Cygnus A); the Mars Deep Space Station transmitter rework and testing; 
transmitter development; 100-kW clock synchronization (X-band); switched 
carrier experiment; 400-kW harmonic filter; dual 20-kW transmitters; horizontal 
mill installation; clock synchronization transmissions; and acceptance testing of 
DSIF klystrons. 

The Development Support Group, was recently or is 
currently engaged in the following activities at DSS 13 
and the Microwave Test Facility at GDSCC: 

Section 325 personnel have equipped the 9-m antenna 
with a multichannel radiometer operating between 20 and 
25 GHz. On a noninterference basis, they have been 
making radiometric observations, principally of Venus, 
but also of various radio sources and interstellar and inter- 
galactic spaces, for several years. They time share the 

antenna, antenna drive computer, and servo system with 
the Development Support Group of Section 335 on a non- 
interference basis. 

1 

a continuing program, ongoing now for 
more than two years, twenty of the approximately fifty 
known pulsars are observed at DSS 13 at 2388 MHz. The 
averaged pulse power density spectrum of each pulsar, 
the pulse spacing (to eight significant figures) and pulse 
arrival time at the DSS 13 26-m antenna comprise the 
data extracted from these observations. With timing con- 
trolled by a cesium frequency standard, the receiver 
output is sampled at a rate of 5,000 samples per pulse 



period (except for pulsar 0833, which is sampled at a 
rate of 5,000 samples per three pulse periods) and data 
from successive pulses are integrated to improve the 
signal-to-noise ratio. (Table 1 tabulates the pulsars which 
are regularly observed.) 

Eanetary radar. In another continuing program, 
from the inception of DSS 13, various planets are illumi- 
nated with a CW or PM signal and the reflected signal is 
received. The planet Venus is the target most observed. 
Mars and Mercury have also been successfully observed, 
using both total spectrum and ranging techniques. (High- 
precision ranging of Mars was performed prior to Mariner 
1969 encounter to provide the project with an improved 
ephemeris for use during the encounter sequence. Range 
to the surface of Mars was measured to a resolution of 
better than 1500 m.) 

Using bistatic techniques (transmitting from DSS 13 
and receiving at DSS 14), the range to Venus and Mercury 
is currently being measured on a weekly basis. The range 
resolution to Venus is better than 1500 m, while the res- 
olution to Mercury is somewhat worse. Various transmitter 
powers have been used over the years in which this 
project has been continuing, but currently we use 400 kW 
at DSS 13 and will have 400 kW at DSS 14 later this year. 
(The DSS 14 transmitter has been removed and is under- 
going renovation at DSS 13.) 

1. 26-Meter antenna upgrade. During a three-month 
period commencing in January 1971, extensive structural 
work was done on the 26-m antenna. I t  had been dis- 
covered during previous studies that the moment arms 
of the two elevation ball screws were not identical, and 
this differential movement caused localized distortion of 
the attaching girder, resulting in a raised area in the dish 
surface. By mounting the elevation bearing of one of 
the ball screws on an eccentric (a 8.35-mm [ v4 in.] eccen- 
tric was used after a 3.2-mm [YS in.] one was discovered 
to not have enough range) and adjusting it, the localized 
dish surface distortion was minimized. 

Three-inch angles were welded into a truss structure to 
increase the stiffness in the outer ring of the antenna 
backup structure and were installed behind the outer row 
of surface panels. Measurements of surface deformation 
due to gravity were taken before and after installation of 
the stiffeners, but data reduction had not yet been accom- 
plished. After the changes to the ePevation bearing and 

the installation of the stiffeners, the surface deviation 
from the desired parabola was measured and panel adjust- 
ment accomplished for a best-fit parabola. Unfortunately, 
weather conditions prevented complete measurements 
from being made within the scheduled time and the data 
set is incomplete. 

1.  Precision antenna gain measurement. Using the 
ALSEP left on the Moon by Apollo 12 as a collimation 
signal source, observations are being made with the 26-m 
antenna and a gain standard horn (gain measurement 
traceable to NBS) in order to measure the ratio of power 
received by the two antennas. Observations made to date 
indicate that overall stability is worse than anticipated, 
and digital processing techniques will be necessary to 
data collection, rather than the simpler analog chart 
recordings which had been planned. A program has been 
written1 for this effort which samples the receiver AGC 
voltage once per second, and records the output level, 
along with a time tag and a start-run stop-run signal, 
onto magnetic tape. The program also provides simulta- 
neous printout of sample values while recording. Run- 
to-run averaging, plotting of results on an X-Y plotter 
and punching averaged runs onto paper tape while re- 
cording on magnetic tape is also provided. Operational 
utilization of this data collection approach will com- 
mence on April 15, 1971. 

2. Weak source obseruation. To improve the minimum 
observable change in total system temperature while 
observing weak radio sources, the effects of gain changes 
in the receiving system are removed by time sharing the 
system between a signal from the radio source and a 
signal from the radio source plus a calibrated noise 
source (noise diode). Knowing the noise power output to 
be expected from the calibrated noise source, the effects 
of gain changes subsequent to the injection point can be 
computed and corrected. The antenna pointing, keying 
of the noise diode, sampling of the receiver output and 
computation are done by the SDS-930 computer. Work 
is under way to provide an addition to the program 
which will “scan” the antenna back and forth across the 
source in a “raster” scan similar to the manner in which 
the electron beam in a television set scans the face of 
the CRT. Current schedules provide for weak source 
observation for 24 h each month. 

dio star observations (Cygnus 
data on a radio source which can be used by all the 

‘By Robert Gosline. 



DSIF stations, observations of Cygnus A are made and 
the increase in system temperature resulting from this 
source is measured. These data, along with the gain ratio 
data from the ALSEP observations, can then be used by 
other DSIF stations to make antenna gain measurements 
by measuring the increase in their antenna system tem- 
perature when observing Cygnus A. For the Venus sta- 
tion 26-m antenna, the measured increase in system 
temperature from Cygnus A clusters around 100”K, but 
further measurements will narrow the error bars on 
this data. 

itter rework and testing. On March 
15, 1971, the two 400-kW transmitters were removed 
from DSS 14 and brought to DSS 13 for rework and 
acceptance testing in preparation for official transfer to 
an operational status. Reinstallation of the DSN 400-kW 
transmitter is scheduled to take place not later than 
July 1, 1971. 

2. Transmitter development. As part of the continuing 
program of development carried out by Section 335, gen- 
eration of dual uplink carriers is being experimented 
with at DSS 13 by use of two separate exciters whose 
outputs are combined and used as input power to the 
400-kW klystron. To reduce intermodulation distortion, 
the power levels are reduced to a nominal 40 kW per 
carrier. Measurements are made of the resulting side- 
band amplitudes, stability, frequency pulling, etc. 

Transmitter automation approaches are being tested at 
DSS 13. The first step is installation of a programmable 
high-voltage control and monitoring circuit in which the 
desired voltage level is loaded into registers and the de- 
vice then brings up high voltage and maintains it at the 
desired point. Installation of a computer for monitoring 
of several hundred test points, as well as control of the 
system, is planned for the near future. 

lock synchronization (X-band). By instal- 
lation of a larger capacity heat exchanger and cooling 
water circulation system, modification of the high-voltage 
power supply for higher voltage, and procurement of a 
new transmitter klystron and feed system, the power 
output of the clock synchronization transmitter will be 
increased to 100 kW at 7149.9 MHz as compared to 
25 kW at 8450.1 MHz now existing. 

Strengthening of the antenna-mounted electronics 
house has been completed, the installation of a stronger 
floor is one half completed, a platform and associated 

hoist has been installed for raising and installing the 
transmitter klystron, and additional power capacity for 
operation of pumps and fans has been installed on the 
antenna. 

An auxiliary power supply has been installed with 
which to maintain operation while connection and initial 
testing of the final high-voltage supply is underway. The 
solid-state rectifier, high-voltage transformer, and filter 
capacitor and choke for the final high-voltage power 
supply have been installed in the power supply building 
(G-61). Work continues on a noninterference basis with 
operation of the clock synchronization transmissions. 

1. Clock synchronization transmissions. Using the 9-m 
antenna, equipped with a 25-kW transmitter operating 
at 8450.1 MHz, pseudonoise-coded, phase-modulated sig- 
nals are broadcast to DSSs 14, 41, 42, 51, and 62 using 
the moon as a reflector. These transmissions, whose fre- 
quency and timing are controlled by a rubidium and 
cesium frequency standard, allow the receiving station 
to compare time within plus/minus 10 ps with the master 
clock at DSS 13. The DSS 13 clock is adjusted as neces- 
sary to maintain a time within rt3 ps of NBS clock 8. 
(Generally the adjustments are made just prior to each 
transmission, and resolution of 0.1 ps with reference to 
the timing pulse from the Standard Laboratories at 
DSS 12 is achieved.) Operation on this system, which 
has been out of service for 15 days for modification, will 
resume on April 15, 1971 with an increase in transmitter 
power to 100 kW planned for October 1, 1971, at which 
time a frequency change to 7149.9 MHz will take place. 

1.  Switched carrier. In general support of the require- 
ment for generation of two simultaneous uplink carriers, 
an investigation2 into timesharing a single transmitter 
klystron between two exciters, has been under way for 
approximately nine months. Technical feasibility has 
been demonstrated, but no spacecraft experiments were 
conducted. A more detailed look at this investigation is 
given in “Switched Carrier Experiments” by Richard 
Kolbly, which appears on p. 133 

armonic filter. The installation of the 
DSN 400-kW transmitter at DSS 14, operating at the 

“Suggested by Mahlon Easterling. 
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spacecraft uplink frequency (2115 MHz) rather than 
the research frequency (2388 MHz) used at DSS 13, 
necessitated suppression of harmonic radiation lest it 
interfere with the spacecraft downlink reception. Pro- 
curement of a harmonic filter, in WR-430 waveguide, to 
operate at this power level, proved somewhat difficult 
and problems were experienced with noise bursts. 

Examination of a partially disassembled filter indicated 
that it contained dirt, copper shavings (machining 
residue), general debris and some unknown chemical 
deposits or growth. After consultation with the manufac- 
turer to determine what adhesives were employed in con- 
struction of the device, cleaning was undertaken. While 
disassembled for cleaning, modifications to the water cool- 
ing circuits were made to improve cooling and decrease 
leak problems. Due to the segmented construction of the 
harmonic absorbers, cleaning was difficult, but by use of 
special solvents and careful manual scrubbing, the filter 
was completely cleaned, the water circuits modified, and 
the filter repainted white. 

ual20-kW transmitter. To improve test capability, 
and also to have the capability for conventional genera- 
tion of dual carriers, a 20-kW transmitter (surplus from 
the STADAN project) was obtained and installed. This 
second transmitter is now operational and the Micro- 

wave Test Facility can simultaneously generate two 
20-kW carriers at appropriate uplink frequencies. 

orixontal mill. For increased efficiency in fabri- 
cating waveguide sections and milling of waveguide 
flanges, a horizontal mill (surplus from Edwards Air 
Force Base) was obtained and installed. The machine has 
been connected to power, thoroughly cleaned, motor 
operation verified, and is ready for operation as soon as 
cutting heads are installed. 

SBF klystrons. To avoid a 
testing operation in an operational DSIF station, incom- 
ing transmitter klystrons are brought to the MTF for 
formal acceptance testing. The klystron is tuned, band- 
width and drive requirements ascertained, compliance 
with power output specifications verified, and nominal 
values of all parameters, especially magnet current, ob- 
tained. These data are recorded onto an acceptance test 
data sheet which is then packed with the klystron when 
it  leaves the facility for its station destination. Addition- 
ally, klystrons removed from DSIF stations are tested at 
MTF to ensure that the klystron is, in fact, defective, 
prior to shipment to the vendor for rebuild or repair. 
During the year ending April 1, 1971, twenty-four DSIF 
klystrons have been tested at MTF, either for incoming 
acceptance tests or verification of reported failure. 
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Pulsar 

003 1 

0329 

0525 

0628 

0823 

0833 

0950 

1133 

1237 

1642 

1749 

1818 

1911 

1929 

1933 

2016 

202 1 

2045 

2111 

2218 

Sidereal hour anale I Declination 

351.834 

307.31 4 

278.253 

262.577 

233.728 

231.415 

2 12.098 

186.368 

170.423 

109.164 

92.22 1 

85.169 

71.915 

67.291 

66.384 

55.788 

54.606 

48.267 

41.882 

25.209 

352.497 

54.482 

2 1.986 

331.438 

26.722 

314.929 

8.070 

16.01 1 

25.045 

356.750 

331.891 

355.591 

355.250 

10.926 

16.210 

28.571 

5 1.765 

343.618 

46.684 

47.769 
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R. 1. Scibor-Marchocki 

Flight Operations ond DSN Progromming Section 

A procedural language and a compiler for it are being developed as an aid in 
the writing of programs which will process telemetry data received from space- 
craft. This article describes the language. Also, the philosophy that leads to the 
choice of the language is briefly presented. 

A study has been undertaken to demonstrate the effec- 
tiveness of a high-level programming language in the 
design of a mission-independent telemetry processor. 
While an assembly language provides greater freedom 
to the programmer, the greater ease, hence speed, with 
which a program can be written in a high-level language 
can be decisive in a real-time environment. 

As a first step in this study a Telemetry Procedural Lan- 
guage (TPL) has been defined. TPL is oriented toward 
the specific programming procedures involved in a subset 
of a telemetry processor. This subset has been chosen 
because (1) it constitutes a relevant part of the whole 
telemetry software subsystem, and (2) it requires exten- 
sive changes from one mission to another. In the design 
of TPL, a large choice of sophistication nuances was 
available. A descriptive approach requires from the pro- 
grammer only the description of the processor. A more 
functional approach provides the programmer with very 
powerful tools, but the concern with the program logic is 
left to him. Each approach has its own advantages as we11 
as disadvantages. A descriptive language depends heavily 
upon the actual configuration of the telemetry processor, 
and the corresponding compiler generates progressively 

worse code as the configuration changes from the orig- 
inal one. A functional language, however, is much more 
versatile and more suitable in a mission-independent en- 
vironment. Hence, TPL has been defined as a functional 
language. 

A given language, e.g., TPL, has to be described in 
some language. A language which is used to describe 
another is called a meta-language. English can serve as 
such a meta-language. However, ordinary English is not 
concise enough and lacks the necessary precision. The 
Backus-Naur Form (BNF) is somewhat better, but still 
inadequate. 

The transmogrification language (TMGL) is similar to 
the BNF and may be used to specify a given language. 
TMGL is both human-readable (i.e., a publication lan- 
guage) and computer-readable [ i.e., by the transmogrifica- 
tion (TM6) system]. A specification of a given language, 
consisting of the grammar and a translation into another 
language (usually an assembly language) written in 
TMGL, can be compiled by the TMG system to yield a 
compiler for the given language. Therefore, such a speci- 
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fication of a given language is definitive: There can be 
no discrepancy between the human-readable specification 
and the compiler‘s performance. 

3 A space has to be used as a delimiter, on one side 
only, when the logical operator . is preceded by an 
integer constant and followed by a constant. 

4 A space or a comma has to be used as a delimiter 
between a constant and a following constant. 

5 A space or a comma has to be used as a delimiter 
between a variable and a following variable or 
constant. 

This article provides an informal specification of TPL. 
A formal precise specification of TPL is being written 
in TMGL. 

P@S 
6 A space has to be used as a delimiter between a key- 

word and a following variable or constant. TPL is a FORTRAN-like language. Most of the usual 
features of FORTRAN IV H are provided in TPL. The 
four features of FORTRAN IV Ghich intentionally are Violation of any of these rules may lead to an unpredict- 

able misinterpretation, consisting of one or more of the 
following results, listed in order of decreasing probability: 

Erroneous target code, which will yield incorrect 
computed results during execution. 

2 The error message “incomprehensible.” 

not part of TPL are: 

There are no DOUBLE PRECISION variables or 
constants. 1 

(2) There are no COMPLEX variables. 

(3) Variables may not be declared as either REAL or 
INTEGER. Instead, they are identified exclusively 
by their initial letter. 3 Correct recovery. 

(4) The EQUIVALENCE statement is not allowed. 

TPL is intended to be a living, growing language; thus, 
new features will be introduced as the need for them 

4 Other error message(s). 

5 If a subroutine or function call is involved, a failure 
during execution. 

arises. The following material describes those features, 
beyond FORTRAN, which already have been introduced 
into TPL. 

6 Partial recovery, which will yield correct computed 
results but be wasteful of computer time. 

. Aetive Field Is Columns 1-5, 7-72 

A non-blank column 6 indicates that a given physical 
card is a continuation of the preceding physical card. 
Column 6 may not be used for any other purpose. The 
active field on any physical card consists of columns 1 

Commas are optional as syntactical delimiters between 
like entities. If a syntactical confusion would result, a 
delimiter is necessary but may be either a space or a 
comma. For example, one may declare 

through 5 inclusive and 7 through 72 inclusive. A logical 
card consists of the active field of any physical card with 
a blank in the continuation column and the active fields 
of as many continuation cards as contiguously follow the 
given physical card. Both the statement number, if pres- 
ent, and the statement may be placed anywhere on a 
logical card, subject to the constraint that the statement 
number, if present, must precede the statement on a given 

DIMENSION A(11 12 13)B(14 15) 

The easy safe procedure that may be adopted by the pro- 
grammer is to employ a space wherever FORTRAN 
would desire a comma or a space. However, the specific 
rules are as follows: 

0 Excess spaces are permissible, except inside of a 
word. logical card. 

1 A space has to be used as a delimiter between the 
logical operators X or V and any preceding or fol- 
lowing name of a variable. 

A space has to be used as a delimiter between the 
logical operators X or V and any following constant. 

c. 
The asterisk ‘’ is used as a designator of a comment 

card. This asterisk must be the first non-blank character 
in the given logical card. It need not be in column one. 

2 



ixe 1 Style Pmc of the TPL source language unambiguously. Forty-four 
characters are identical on the IBM 360 and UNIVAC 
1108,9300 computers: TPL utilizes a .%-character set. Since the IBM 407 has 

only 48 positions on its print wheels, it cannot list cards 

26 Alphabetic characters 
10 Numeric characters 
1 Space I blank 
7 Special characters 

ABCDEFGHIJKLMNOPQRSTUVWXYZ 
0123456789 

These characters may be keypunched or listed on any 
modern equipment without any difficulty. An additional 
10 special characters differ among the various modern 
equipments : 

plus 
hyphen 
right parenthesis 
logical OR 
ampersand 
logical NOT 
apostrophe 
double quote 
equal sign 
left parenthesis 

For these characters TPL will accept either the IBM sys- 
tem 360 punching or the UNIVAC 1108/9300 punching, 
mixed in any manner intra I inter card. Hence, cards may 
be punched originally or corrected in either style, at the 
immediate convenience of the programmer, but with a 
view toward which equipment he intends to employ for 
the listing of the deck. 

The blocking set of keywords 

IF I OTHERWISE I ANYHOW 

is available and preferable to the use of numbered state- 
ments for the execution of exclusive alternative blocks of 
coding. A complete description of this feature is contained 
in the articles referenced in the Bibliography and will not 
be repeated here. 

F. 

The blocking set of keywords DO I DO-END is avail- 
able and preferable to the use of numbered statements 
for the execution of a DO-loop. See the references for a 
complete description of this feature. 

The keyword SECTION can be employed for seman- 
tically delimiting local blocks of coding with regards to 

real names and statement numbers. Thus, the source 
coding within each numbered SECTION must use state- 
ment numbers in the closed integer interval [ 1, 9991 and 
the same numbers may be reused in other sections. Simi- 
larly, the same source names may be reused in other sec- 
tions. THE SECTIONS must be numbered in strictly 
increasing order with the numbers taken from the closed 
integer interval [I, W ] .  

n. UP1 

The keywords UPIDOWN may be employed to nest 
blocks of local variables (but not statement numbers) to 
any depth. A new SECTION will force as many UP steps 
as necessary to return to the standard level. An automatic 
drop down to the previous level will not follow. 

. An Arithmetical Sub-atom Includes a Logical Sum 
in Parentheses 

In addition to the two standard FORTRAN recursions 
resulting from the definition of a logical atom to include 
a logical sum in parentheses and an arithmetical sub- 
atom to include an optionally signed arithmetical sum in 
parentheses, the third recursion resulting from the defini- 
tion of an arithmetical sub-atom to include a logical sum 
in parentheses is permitted. The BNF definitions are 

(LA) = ( (LS) ) I ("} (LA) I (AS) (relational operator) 
1 

(AS) I (primitives) 

(AAI) = ( (SAS) ) 1 ( (LS) ) 1 (primitives) 

J. - ECK 

For multiple compilation, the compiler program is re- 
initialized by the use of the keyword NEW-DECK. A 
new HEADER card optionally may follow immediately. 

K. 

ASSIGN uses the syntax 
The built-in in-line integer replacement function 

(integer constant) 
(arithmetic sum) ASSIGN (scalar integer variable) = 



Thus, the syntax is the same as that of an arithmetical 
equation, but preceded by the keyword ASSIGN. For 

b integral arithmetical sum indicating the start- 
ing bit position 

example, 

ASSIGN I = 3 

He1 

The logical variables are 32 bit integers with 

0 =.FALSE. 

- 1 = .TRUE. 

The choice of -1, rather than +1, for TRUE yields an 
all-one-bits word as TRUE. Such a word easily may be 
masked to yield one-bits at any desired position in the 
word without the necessity of shifting or propagating 
operations. Each of the logical operations, as well as the 
statement 

IF ( (LS) ) (integer variable which reduces to a 
scalar) = (LS) 

is executed as 32 bits in parallel subject to the same indi- 
cated operators. In all other logical IF statements; Le., 

IF((LS)) . , . 

the argument of the IF is tested for non-zero; namely, 

IF ( (LS) .NE. 0 ) . 

In summary, .FALSE. is always zero. .TRUE. is gener- 
ated as minus one, is computed upon as 32 bits in parallel, 
and is used as non-zero; i.e., at least one bit being a one. 

An extracting ordered triplet has been introduced as 
an additional logical atom. This triplet permits the un- 
packing of integer I logical variables and right justdying 
them in one operation. (This is similar to the UNIVAC 
FORTRAN V FLD function.) In BNF notation, this 
triplet is defined as: 

(logical atom) = . . . I ( (logical sum) , (integral 
arithmetical sum), (integral arithmetical 
sum) ) I ( (logical sum) , 
(integral arithmetical sum) ) I , . . . 

The elements of the triplet are: 

a logical sum from which the extraction is to be 
performed 

c integral arithmetical sum indicating the quan- 
tity of contiguous bits to be extracted 

The third element defaults to a one. For example, 

extracts the bits 22 23 and 24 from I and right justifies 
them. The equivalent FORTRAN coding is 

DATA M3/Z7/ 

J = LAND(SHFTR(I,7),M3) 

perator 

The exclusive OR operator X has been introduced at 
the top of the hierarchy of logical operators; i.e., over the 
inclusive OR operator V and the AND operator.. For 
example, the parentheses in the expression 

(A.LE.B).(C.GT.D)X((E=F).(G$=H)V I)X(J.K.L) 

are redundant; thus, the foregoing expression is equiva- 
lent to the expression 

A.LE.B.C.GT.D X E=F.G$=H V I X J.K.L 

ogieal-S tors 

The logical-shift operators Q and R have been intro- 
duced over the top of the hierarchy of strictly logioal 
operators. They are the logical-left-shift and logical-right- 
shift operators, respectively. Since these logical-shift oper- 
ators are placed between dissimilar elements, they cannot 
be used more than once in a given logical sum. The OR 
operators X and V may be used left-recursively. In BNF 
notation, their comparative syntax is 

(LS) = (LSX) (QR) (integer arithmetic sum) I (LSX) 

(LSX) = (LSV) x (LSX) I (LSV) 

(LSV) = (LP) v (LSV) I (LP) 

In the example 

DATA M/Z380/ 

J = I . M  R 7 



we extract bits 22 23 and 24 from I and right justify them 
into J. The same result could be achieved by the triplet 

DO J1 = 1 31 

I = II(J1 J2 J3) 
J = (I 22 3) 

The DO-array may not be employed in an implicit DO- 
statement, e.g., in an IO-statement. The equivalent FORTRAN coding would be 

DATA M/Z380/ 

J = SHFTR(LAND(1, M), 7) 

and 

DATA M3/Z7/ 

J = LAND(SHFTR(1, 7), M3) 

respectively. 

-Index 

The built-in in-line integer replacement function of two 
variables RETRIEVE has been defined. This function 
uses a syntactical structure patterned after that of the 
ASSIGN function; namely, 

RETRIEVE (integer variable which reduces to a 
scalar) = (integer array) ( (integer 
variable which reduces to a scalar) ) 

In addition to permitting the usual integer or scalar 
integer variable as the two or three limits for the index 
in a DO-statement, a scalar arithmetical sum also is ac- 
ceptable as any one or more of the DO-limits. For exam- 
ple, the one statement 

For example, the declaration 

DIMENSION K( 100) 

followed by the statement 

DO I = I1 +I2*13 7*14-15 I 6 f l  

is equivalent to the four statements 

J1 = 11+12*13 

J2 = 7*14-15 

RETRIEVE I = K(L) 

is equivalent to the FORTRAN coding consisting of the 
same declaration 

DIMENSION K(100) 
J3 = I6+1 

DO I = J1 J2 J3 followed by the five statements 

where the Js are dummy variables. Alternatively, a single 
integer array, with all of the subscripts except the first 
being specified integers or scalar integer variables which 
are constant within the DO-loop, may be specified as the 
set of values to be taken on by the DO-index. For exam- 

DO 1 I = 1,100 

IF(K(I).EQ.L) GO TO 2 

1 CONTINUE 

ple, if the array I1 has been declared I=O 

DIMENSION II(31 52 13) 

then the one statement 

DO I = II(I2-3*112 2’13) 

is equivalent to the four statements 

J2 = 12-3*112 

J3 = 2*13 

2 CONTINUE 

The result is that I becomes the subscript whose corre- 
sponding element in the array K has the value of the 
argument L. If no element has the value L, then I is set 
to zero to indicate the failure to find a match. 

If the array has more than one dimension, the addi- 
tional subscripts may be specified immediately to the 
right of the second argument. These additional subscripts 



are not involved in the retrieval process. In the foregoing s3 * 
SKIP example, let us assume that the array K had been declared 

DIMENSION K(100 2 3) 
s4 * 
SKIP 

s5 and that the subscripts for the second and third dimen- 
sions are M2 and M3, respectively. Then the statement is equivalent to the FORTRAN computed GOTO 

RETRIEVE I = K(L M2 M3) GO TO (1, 2, 3, 4), I 

is equivalent to the same FORTRAN coding as in the 
original example, except that the IF-statement is replaced 

immediately followed by the coding 

by 3. SI* 

IF(K(I,M2,M3).EQ.L) GO TO 2 GO TO 5 

2 s2:: 

3 s3:: 

Thus, contrary to appearances, L is an argument but M2 
and M3 are subscripts. 

GO TO 5 

GO TO 5 

4 s4* 

5 sn A syntactically new version of the GOTO has been 
introduced to facilitate the execution of a selected one 
out of several blocks of coding. The BNF definition of 
this version of the computed GOTO is In each of the foregoing two cases, the statements 

with subscripts are any executable statements. The aster- 
isk * following an s indicates that one or more statements 
may be inserted at the indicated location in the coding. (GOTO) = . . . /GO TO (integervariable), 

(integerconstant)[ . . . . 

The integer constant specifies how many alternative blocks 
of coding are expected to follow contiguously. The integer 
variable selects the individual block of coding to be exe- 
cuted immediately after the execution of the given GOTO. 

The semantical requirement upon the alternatives is 
that the blocks of coding must follow the GOTO con- 
tiguously in sequence and that each block of coding be 
terminated by a SKIP statement. The amount of SKIPs 
(and hence of alternative blocks of coding) must equal 
that specified by the integer constant in the governing 
GOTO statement. 

These GOTO with their SKIPs may be semantically 
nested to any depth. 

S. Four Lexical Structures for REAL Constants 

Only four alternative lexical structures for a REAL con- 
stant are permitted; i.e., 

(sign) (one-or-more digits) . (one-or-more digits) 

(sign) (one-or-two digits) I 
(sign) (one-or-more digits) . (one-or-more digits) I 
(one-or-more digits) . (one-or-more digits) 

For example, the four-way branch coded in the TPL (sign) (one-or-two digits) 1 
(one-or-more digits) . (one-or-more digits) GO TO I, 4 

s1 

SKIP 

s z  * 
SKIP 

Since any integer constant I variable may be employed 
as a logical constantlvariable, there is no provision for 
the declaration of LOGICAL variables. 



Single character symbols are used for certain of the 
logical operators: 

TPL FORTRAN 

.AND. 

.OR. (inclusive) 
.OR. (inclusive) 
.XOR (exclusive) 
.NOT. 
.NOT. 
.EQ. 
.NE. 
.NE. 

These indicated FORTRAN style multiple-character sym- 
bols are not part of the TPL. 

v. Abbreviations of Cerfain Keywords 

The keywords 

ANYHOW 
DIMENSION 
FUNCTION 
OTHERWISE 
RETRIEVE 
RETURN 
SUBROUTINE 

optionally may be abbreviated in TPL to 

ANY 
DIM 
FUN 
OTH 
RET 
RET 
SUB 

respectively. For example, it is permissible to write 

SUB A(B N C) 
DIM B(N) C(N) 
DO 1 = 1  N 

DO END 
RET 
FUN F(X) 

RET 

C(I) = F(B(1)) 

F = X X  

Sv brout 
eywsrd 

A subroutine call is accomplished without the keyword 
CALL. Thus, for example, 

SUBA(B C D E) 

is equivalent to the FORTRAN 

CALL SUBA(B,C,D,E) 

The keyword CALL is not part of the TPL. 

efine-Before-Use Diagnostic 

A semantical diagnostic system which reports any use 
of a variable before that variable has been defined and 
also reports any definitions of a given variable after it 
already has been defined once has been introduced. There- 
fore, the source coding has to be written in the order of 
execution; i.e., any unconditional, computed, or assigned 
GO TO has to point downwards, except if it is employed 
to close a DO-loop that has been coded explicitly. 

The only syntactical effect is that the input and output 
variables of a subroutine (or function) call must be desig- 
nated. The convention that all of the input variables are 
stated first while all of the output variables are stated last 
is adopted. A semicolon ; i s  required as a delimiter be- 
tween these two sets of variables. For example, the coding 
in a routine 

SUBA(B C ; D E) 

calls the subroutine 

SUBROUTINE SUBA(B C ; D E) 

Here, we designated that the variables B and C are 
evaluated, prior to the call, in the higher level routine 
then used by the subroutine SUBA as input variables from 
which to compute the output variables D and E. These 
latter variables are passed up to the higher level routine 
for further use. If no semicolon is present, it is assumed 
that all the variables are input variables. It is a syntactical 
error to place the semicolon at the end of the calling 
sequence. 

The semicolon syntactically is considered as another 
element in the calling sequence. Thus, if one insists in 
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inserting the optional delimiting commas, the foregoing 
two lines of coding would be 

SUBA( B,G,;,D,E) 
SUBROUTINE SUBA(B,C,;,D,E) 

ess 

The following example shows how one might unpack 
successive values of the array IT, report the state of sev- 
eral two-bit logical variables, and print the values of 
several other integral variables. It is assumed that suitable 
declarations of the arrays would have DIMENSIONed 
them and set their values by means of, e.g., DATA state- 
ments. 

The seven arrays contain the indicated information: 

IA list of the code numbers of the logical vari- 
ables 

list of the code numbers of the integral vari- 
ables 

list of the code numbers of all of the variables 

list of the subscripts of the array IT designat- 
ing the element in which the given variable is 
located 

list of the applicable starting positions 

list of the applicable masks 

list of the applicable required right shifts 

IB 

ID 

IO 

IP 

M 

IR 

The coding follows: 

DO ITT = 1, ITTMAX 
READ(5, 8) IT 

8 FORMAT(7Z8) 
IF(IT(. . .) . mask) 
DO I=IA 
RET J = ID(I) 

K = IIT(IO(J) IP 2) + 1 
GO TO K, 4 
WRITE(6, 1) I 

1 FORMAT(lX, T16, 16, T28, 4HZERO) 
SKIP 
WRITE(6, 2) I 

2 FORMAT(lX, T16, 16, T28, 3HONE) 
SKIP 
WRITE(6, 3) I 

3 FORMAT(lX, T16, 16, T28, 3HTWO) 
SKIP 
WRITE(6, 4) I 

4 FORMAT(lX, T16, 16, T28, 5HTHREE) 
SKIP 
WRITE(6, 5) 

5 FORMAT(13H+THE VALUE OF, lox, 
3HWAS) 

DO END 
DO I=IB 
RET J=IB(I )  

WRITE(6, 6) I, K 
FORMAT(15H THE VALUE OF , 16, 

7H WAS , 112) 
DO END 
DO END OTHERWISE 
WRITE(6, 9) ITT 

K = WIO (J)) . WJ) R IR(J) 

6 

9 FORMAT(33HlREQUESTED TERMINATION 
ON I T T = ,  16) 

ANYHOW 
IF($ITT) WRITE(6, 10) 

10 FORMAT(22HlEXHAUSTED TERMINATION) 

rks 
Some of the features of the TPL were already present 

in the spacecraft-simulation procedural language. These 
features are described in greater detail in the original 
articles (Refs. 1 and 2). 
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C. Zandell 
SFOF/GCF Developmenf Secfion 

The on-line diagnostics for the Space Flight Operations Facility (SFOF) 
Central Processing System (CPS) have been modified to provide real-time 
diagnosis of equipment performance. Real-time diagnostics can be run while 
mission flight support continues. This is possible since any diagnostic can now 
run as an independent task under the mission real-time job step. The real-time 
capability allows certification of CPS hardware elements immediately preceding 
their commitment to mission flight support. 

This article describes an extension of the Diagnostic 
Monitor (DIAMQN) for use on IBM 360/75-related 
hardware. In its improved form, DIAMQN provides 
additional assurance that the Central Processing System 
(CPS) is completely operational by testing selected hard- 
ware interfaces and on-line devices concurrent with flight 
support (i.e., in real time). Previous articles (Refs. 1, 2, 
and 3) have described the independent or “standalone” 
diagnostics, their implementation for pre-mission check- 
ing of the CPS, and the on-line diagnostics. 

of key facilities. The proven worth of hardware diagnos- 
tics led to the evolution of DIAMON from one which 
operated under the JPL Operating System (JPLOS) with 
exclusive use of the real-time job step (RTJS) to one 
which would run as one of several independent tasks 
under the mission RTJS. 

Sharing the RTJS requires additional features: attach- 
ing DIAMQN to the Mission RTJS, routing data from 
the tested device exclusively to DIAMQN, and returning 
the tested devices to the original user. 

ing in Mark IIIA limits the 
value of a diagnostic that requires an operating system 
different from the flight support system, or exclusive use 

Figure 1 shows the current Mark IIIA 360/75 Qperat- 
and the relations between the RTJS, DIAMON, ingSyst 

and the ssion Support System. 
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The real-time diagnostics run under JPLOS with first- 
level control by DIAMON. Control messages have been 
provided which attach and delete DIAMQN as an inde- 
pendent task under the mission RTJS. Other control mes- 
sages start and stop input/output to peripheral devices. 
The control messages are entered on CRT display stations. 

After DIAMON has been attached to the mission 
RTJS, selected CRT display stations may be used to 
enter diagnostic requests. Diagnostics can be run on any 
device that is allocated to the mission RTJS. The diag- 
nostic request for a device also results in reserving the 
device for DIAMON. The same program logic used to 
control input/output to devices also isolates the device 
exclusively for DIAMON use. 

Diagnostics can be run concurrently on different de- 
vice types. Some diagnostics are re-entrant, allowing 
several devices of the same type to be checked at the 
same time. 

xte 

The real-time diagnostic capability also provides a 
base for detecting system faults as soon as they occur. 

Under a combination of operator and program control, 
diagnostics would be used to exercise selected system 
functions during periods of low activity. DIAMON would 
be expanded to also test the instruction set, arithmetic 
functions, and some control functions. Core reliability 
would be checked by making normal core requests, test- 
ing the assigned area, and then relinquishing it. This 
type of continuous verification would significantly en- 
hance system performance by detecting system faults in 
time to be corrected for mission support. 

1. 

The modification of DIAMON now provides a real- 
time diagnostic capability that can be used without sig- 
nificant impact on mission support. When not required, 
it is disk-resident and only the essential modules are 
loaded when a diagnostic request is entered. Sharing the 
RTJS allows other mission programs to continue with 
the remaining facilities. 

With the real-time diagnostics, it is now practical to 
verify proper device operation prior to every usage 
rather than to wait until problems degrade the system 
beIow mission requirements. 

1. Wells, R. A., “Diagnostics for the SFOF Mark IIIA Central Processing System: 
Standalone Acceptance and Maintenance Routines,” in The Deep Space Net- 
work, Space Programs Summary 37-65, Vol. 11, pp. 97-99. Jet Propulsion Lab- 
oratory, Pasadena, Calif., Sept. 30, 1970. 

2. Wells, R. A., “Diagnostics for the Mark IIIA Central Processing System: IBM 
360/75 Computer On-Line Test Routines,” in The Deep Space Network 
Progress Report, Technical Report 32-1526, Vol. I, pp. 103-106. Jet Propulsion 
Laboratory, Pasadena, Calif., Feb. 15, 1971. 

3. Wells, R. A., “Diagnostics for the SFOF‘ Mark IIIA Central Processing System: 
Pre-Mission CPS/Facility Checkout Procedures,” in The Deep Space Network 
Progress Report, Technical Report 32-1526, Vol. 11, pp. 125-128. Jet Propulsion 
Laboratory, Pasadena, Calif., Apr. 15, 1971. 
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K. Kawano 
SFOF/GCF Development Section 

The user terminal and display subsystem (UTD) provides various users with 
the means to communicate with the Central Processing System in the SFOF. 
Prints, plots, alphanumeric, and graphic displays are presented on various periph- 
mal devices and on digital television. This article discusses the requirements, de- 
sign considerations, and implementation of the UTD. 

The user terminal and display subsystem (UTD) is one 
of eleven subsystems comprising the Space Flight Opera- 
tions Facility (SFOF) Mark IIIA. Functions of all the 
SFOF subsystems were briefly described in Ref. 1. This 
article will describe in more detail the user terminal and 
display subsystem. 

UTD provides the DSN and the flight projects with 
the tools to use the Central Processing System (CPS). See 
Ref. 2. The UTD is comprised of a variety of input/ 
output (I/O) devices which, individually and collectively, 
provide the users with large amounts of data in easily 
digested form and at rates which are compatible with 
real-time decision making. The devices which provide 
these capabilities are partitioned into assemblies and 

subassemblies. This partitioning resulted from a design 
process based on many considerations. The prime con- 
sideration was user requirements. 

For the support of spaceflight operations, each suc- 
ceeding project requires more data from the spacecraft. 
The DSN in-providing real-time support, also needs more 
data from its various facilities. This support ranges from 
sending commands in real-time, to the immediate view- 
ing of spacecraft responses, to the recording of data for 
scientific analysis. 

Functionally, the requirements for displaying informa- 
tion to the users have not really changed. However, the 



amount of information which must be displayed has in- 
creased greatly. Also, the speed with which operations 
personnel must react has gone up in proportion to in- 
creasing spacecraft capabilities. In order to speed up 
reaction time, simpler means of communicating with 
various elements of the DSN and the spacecraft had 
to be devised. In achieving the increased capabilities to 
handle larger volumes of information, at faster rates, and 
in simpler formats, new user devices were required. 
Likewise, interfaces with other elements of the upgraded 
DSN had to be designed. Concomitant with the above 
considerations were reliability, maintainability, and cost 
of the new subsystem. 

Throughout several years of spaceflight operations, 
JPL has gained experience which facilitates the design 
of a user terminal and display subsystem that optimizes 
the man-machine interface. This design has taken place 
in an evolutionary manner because of the necessity for 
continuing flight operations during upgrades of the 
SFOF. Teletype printers and mechanical plotters have 
been gradually replaced by more modern devices. How- 
ever, this replacement, while welcomed by most users, 
has required changes in the operational philosophy of 
those users. People who have successfully used certain 
sets of devices for past missions tend to favor those 
devices for future operations. Yet, when consideration 
is given to greatly increased volumes of data, higher 
transmission and processing rates, and to the increased 
efficiency of modern computer peripherals, then the 
operators welcome the improved UTD capabilities. 

In arriving at a final subsystem design, consideration 
was given to the creation of a universal user complex 
that could support all activities in the SFOF under a 
multimission environment. However, due to constraints 
of time and money, some compromises had to be made. 
With these constraints and with the decision to use the 
IBM 360/75 computer in the Central Processing System 
(Ref. 2) it became apparent that subsystem development 
had to proceed largely with off-the-shelf hardware. Fur- 
thermore, peripherals had to be selected such that they 
would be compatible with the JPL Real-Time Operating 
System (JPLOS) which constitutes the basic software 
used by all the SFQF systems and the flight projects. 
The selected devices were the IBM 2260 display station, 
the IBM 1443 line printer, and the IBM 2501 card 
reader. A user terminal switch assembly was designed 
for switching these peripheral devices between the CPS 
computers (Ref. 3). 

Considerably less constraint was encountered in de- 
signing a means for data presentation. Large data vol- 
ume, real-time decision making, and the multiplicity of 
users dictated a design which affords a visual display 
that simultaneously or separately presents many data 
formats in minimum time and in the most usable form. 
Although mechanical plotters have been removed, both 
strip plots and X-Y coordinate plots are required. It was 
determined that the foregoing considerations dictated the 
design of a multichannel digital television assembly 
(DTV) as part of the UTD subsystem. The DTV inter- 
faces with the television assembly provided by the 
Ground Communications Facility which permits distri- 
bution of alphanumeric and graphic data for real-time 
usage throughout the SFOF. Reference 4 contains a 
description of the DTV. 

The above considerations resulted in a UTD design. 
The overall concept of the UTD and its assemblies are 
shown in Fig. 1. As mentioned earlier, the universal user 
complex could not be fully implemented, so the tradi- 
tional user station concept was employed. Under this 
concept, the complement of equipment in each operating 
area was negotiated with the assigned users within the 
constraint of available resources. 

Each area has been configured with some combina- 
tion of user devices. The usage rationale for the devices 
is as follows: 

DTV Display. Real-time data for mission operations 
will be displayed here. Immediate access to the data in 
an easily-used format will be provided. Both alphanu- 
meric and graphics data can be displayed. Data needing 
immediate attention could be displayed with the back- 
ground reversed. Wide distribution of data is possible 
through the TV assembly. For user versatility, a single 
monitor can access multiple channels. 

IBM 1443 Line Printer. Data required in near-real time 
can be printed in a format convenient for usage in an 
operational area in a quick and efficient way. Adminis- 
trative messages, such as processing status, alarms, and 
summaries, can be printed in multiple copies. 

ZBM 2501 Card Beader. Operational step initialization, 
parameter changes, special prearranged controls, prear- 
ranged device assignment changes and many other mul- 
tiple input tasks that need near-real-time loading into 
the mission support computer. 



I B M  2260 Display Station. The CRT display is used to 
display central processing unit and program status. The 
display is also used with the keyboard entry as an inter- 
active terminal. The entry messages are composed. The 
computer reply will be displayed. 

I B M  2260 Keyboard Entry Device. Operational con- 
trol, command entry, program request, device assignment 
and format selection are available via this keyboard. 

DTV Format Request BOX. In cases where a user has 
cognizance over a number of DTV formats to be dis- 
played on a few monitors and needs rapid changes, this 
box would be used. 

DTV Hard Copy Printer. Although the DTV display is 
for real-time usage and therefore volatile, there will be 
occasions when a record would be needed for use in a 

time frame not suitable for off-line output. A hard copy 
of a display can be made for this purpose. 

Teletype Printers. Some low-rate data, such as alarms 
and suppressed data, are provided on this type of printer. 
Until experience is gained on the other devices, these 
units will remain in service. 

The SFOF Mark IIIA UTD Subsystem has been de- 
signed, and implementation is progressing. The Mariner 
Mars ’71 flights and the Pioneer F launch will be sup- 
ported from user areas located in the SFOF and the 
System Development Laboratory (SDL) respectively. 
Although located remotely from the SFOF, user areas in 
the SDL will be configured similarly to those in the 
SFOF. 

ere 
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G. E. Leach 
SFOF/GCF Development Section 

The SFOF digital television computer subassembly is part of the digital tele- 
vision assembly. I t  provides control functions and interfacing of two IBM 360/75$ 
to 80 channels of television for real-time display of alphanumeric and graphic 
information. 

The subassembly consists of a dual computer configuration which is utilized in 
a primary/alternate mode. This provides the capability for rapid detection and 
correction of failures in the mission operations environment. 

The Digital Television Assembly (DTV) is a part of the 
user terminal and display subsystem in the SFQF. The 
purpose of the DTV is to provide flight projects and DSN 
users with volatile real-time displays of spacecraft data 
and DSN equipment status. 

This article supplements the SFOF digital television 
assembly description in Ref. 1. It provides details on the 
selection, configuration, application and interface char- 
acteristics of the computer subassembly. Future articles 
will also describe the display subassembly in greater 
detail. 

I 
The selected proposal for a digital television assembly 

called for a display subassembly and a computer sub- 
assembly as shown in Fig. 1. Several factors influenced 
the selection of the Computer Subassembly: 

(1) The computer subassembly was required to pro- 
vide control functions for the modularized display 
subassembly. This control capability included ac- 
cepting data input from dual SFQF processing 
computers and servicing of hard copy requests 
from the display subassembly. 

(2) DSN requirements for rapid detection and correc- 
tion of failures made it necessary to consider an 
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alternate path or backup capability for this critical 
display control function. 

(3) Time constraints, in development of software for 
the Mariner Mars 1971 mission, made it necessary 
to design and check out the related SFOF data 
processing system (IBM 360/7Ss) software con- 
current with development of the digital television 
assembly. 

Two principal alternatives were considered in selecting 
a computer subassembly to meet the above requirements: 

(1) Purchase the control computer proposed for the 
display subassembly. 

(2) Utilize an existing JPL-owned dual computer (CDC 
3100's) subassembly. 

The second alternative was chosen because it offered 
the following advantages: 

(1) The procurement cost was lowered. 

(2) The existing computers were being totally decom- 
mitted from their current display control function. 

(3) Major software design and checkout could be done 
before delivery of the display subassembly. 

(4) The existing 3100 computer configurations would 
support future offline development activity con- 
current with mission operations support. 

The major problem incurred by this decision involved 
the definition of computer subassembly interfaces. 

The display subassembly vendor was required to inter- 
face to a channel of each 3100. This interface became 
part of a special-purpose control unit which was neces- 
sary to communicate between the modular units of the 
display subassembly. It was designed to receive data 
from both 3100's on a sequential basis but would nor- 
mally operate with a single 3100. 

If the first alternative had been chosen, the display 
subassembly vendor would have interfaced to a specified 
channel of each 360/75. Since existing computers were to 
be used, an interface to the 360/75s was required from 
another source. The decision was to design and build 

this interface at JPL rather than buy from a vendor. 
Determining factors were time, cost, and unavailability 
of an existing design. Time was most important, since an 
operating 3100 and its input interface were required for 
early 360/75 software checkout. 

te sse 

As shown in Fig. 2, the major components of the DTV 
computer subassembly are two CDC 3100 computers 
which are designated A and B. Both 3100's are config- 
ured identically with the same complement of peripheral 
devices and processing capabilities. During normal oper- 
ations, one 3100 will accept data from both 360/7Ss and 
output to the display subassembly. The alternate 3100 
will either serve as a backup processor or support DTV 
development activity. Both 3100's can access the display 
subassembly sequentially under program control. How- 
ever, each 360/75 input is routed via a configuration 
switch to one 3100 or the other. 

The only new equipment in the computer subassembly 
is the two computer interface control (CIC) units. The 
design of these units and the selection of 3100 channel 
assignments were aimed at maximizing the data through- 
put capability. Channel 0, the highest priority channel, 
was assigned to service the display subassembly. This 
channel has the highest activity since it must output data 
received via channels 1 and 3, plus servicing hard copy 
requests from the display subassembly. 

Each CIC provides its 360/75 with an independent 
path to either 3100 via a configuration switch. This 
allows the 3100 to utilize a separate channel for each 
360/75 input. Channel 1 is configured to the correspond- 
ing 360/75 and the alternate 360/75 is configured to 
channel 3 which has the lowest priority. This assignment 
allows concurrent operation with both 360/75's. It also 
provides two independent CIC units which can be inter- 
changed rapidly by swapping two cables from each 
360/75. The CIC input comes from a selector subchan- 
ne1 on the multiplexer channel of each 360/75. This sub- 
channel was chosen for most efficient transfer of large 
blocks of data, best choice of control features and the 
possibility of adding two-way data transfer in the future. 

The shared disk is assigned to channel 2. Other periph- 
erals share channel 3 with the alternate 360/75 input. 
These peripherals are only intended for use in develop- 
ment activities and for initializing or troubleshooting the 



system. Therefore, they should not conflict with 360/75 
activity during mission operations. 

delivery. Significant delays in delivery of the display 
subassembly made this a very valuable development 
capability. The resultant hardware and software design 
has provided the DSN with a DTV computer subassem- 
bly which has a dual configuration that can be easily 
interchanged, for detection and correction of failures, 
without significant interruption to mission operations 
displays. 

The choice of an existing computer subassembly, with 
in-house design of its input interfaces, allowed soft- 
ware development to begin before display subassembly 

1. Singleton, F. L., “SFOF Digital Television Assembly,” in The Deep Space 
Network, Space Programs Summary 37-65, Vol. 11, pp. 86-91. Jet Propulsion 
Laboratory, Pasadena, Calif., Sept. 30, 1970. 



TV 
MONITORS 

1 I 

DATA I 

- CONTROL I 

I 
I 
I 
I 

DIGITAL TELEVISION ASSEMBLY I TELEVISION ASSEMBLY 

360/75 COMPUTER 
COMPUTER INTERFACE 4 

A CONTROL 1' I 

I '  

i 1iL-t- 
I 

TAPES 

CDC 31 00 
COMPUTER A 

1 CH3 I CH2 

I 

MAGNETIC 

PRINTER 

COMPUTER B 

360/75 ------ COMPUTER 
B 

PRIMARY DATAPATH 

ALTERNATE DATA PATH 

PERIPHERAL DEVICES 

TO DISPLAY 
SUBASSEMBLY 

I 
I 
I 
I 
I 
I 
I 

q L - J  



H. S. Simon 
SFOF/GCF Development Section 

Simulation models are currently being used for Space Flight Operations Facility 
(SFOF) development at the Jet Propulsion Laboratory. This report describes the 
results of three modeling runs made during April 1971 to evaluate the perform- 
ance of the SFOF Mark IIIA Central Processing System, configured to support 
the launch phase of the Mariner Mars 1971 mission. 

Simulation models are currently being developed in 
the SFQFKCF Development Section to support the de- 
sign and implementation of the SFQF Mark IIIA Central 
Processing System (CPS). 

SFOF Mark IIIA modeling studies began in May 1969 
when it was learned that NASA would be providing JPL 
with IBM 360 Model 75 digital computers to form the 
nucleus of the SFOF Mark IIIA CPS. 

The IBM computer system simulator (CSS) program 
was selected for model development activities since it 
runs on the 360/75 and the program itself applies spe- 
cifically to computer systems. 

The results of two modeling studies that were per- 
formed during the early stages of SFQF Mark IIIA de- 
velopment are described in Ref. l. 

This report describes the results of three modeling 
runs made during April 1971 to evaluate the perfor- 
mance of the SFQF Mark IIIA CPS, configured to sup- 
port the launch phase of the Mariner Mars 1971 mission. 

tll. 

A series of 10 runs was made using a model of the 
SFQF Mark IIIA CPS with Mariner Mars 1971 launch 
phase capabilities. 
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The primary objective of these system-level runs was 
to identify any apparent problem areas in the design of 
the hardware and software subsystems. Another objec- 
tive was to determine the level of usage of available 
resources such as the central processing unit (CPU), core 
storage, and I/O devices. 

The following events were simulated during the 10 
runs: 

(1) Processing and display of real-time tracking, te- 
lemetry and monitor data streams (one run). 

(2) Real-time processing and the generation of track- 
ing predicts (two runs). 

(3) Real-time processing and the generation of se- 
quence of events files (two runs). 

(4) Real-time processing and the execution of the 
Command Generation program (COMGEN) (three 
runs). 

(5) Real-time processing and the generation of track- 
ing predicts and execution of COMGEN (two 
runs). 

This report discusses the results of the three runs 
involving real-time processing and the execution of 
COMGEN. 

The model defined the hardware and software capa- 
bilities of the SFOF Mark IIIA CPS that will be required 
to support the launch phase of the Mariner Mars 1971 
mission. 

The IBM 360 Model 75J digital computer with one 
megabyte of main memory forms the nucleus of the 
hardware system. The following items are defined in 
the model: 

(1) 20755 Processor with: 

(a) One megabyte of main memory. 

(b) Two megabytes of large capacity storage. 

(2) 2870-1 Multiplexer channel with 

(a) 2821-5 control unit with on-line devices. 

(b) 2848-2 display controls with 2260 cathode ray 
tube devices. 

(c) 2803 tape control with two 7- and two 9-track 
drives. 

(d) 2403 tape control with two 7- and three 9-track 
drives. 

(e) Interface with digital T V  assembly. 

(3) 2860-2 Selector Channel with 

(a) 2314l disk file on channel 1. 

(b) 2314’ disk file on channel 2. 

(c) Storage channel adaptor. 

(4) 2909-3 Asynchronous data channel with 

(a) High-speed data input subchannels (6). 

(b) High-speed data output subchannels (4). 

(c) Comm processor input and output subchannels. 

(d) DTV format request unit input subchannel. 

(e) 1443/2501 selector subchannels (3) with seven- 
teen 1443 printers and seven 2501 card readers. 

The model defined the functional capabilities of the 
five SFOF software subsystems as given in Table 1. The 
statistics gathering system (SGS) that functions under 
the control of the 360/75 operating system provided tim- 
ing information from the “live” system that was used to 
calibrate the model. In addition, data obtained from 
listings, flow charts and other design information pro- 
vided a percentage of manual calibration, as given in 
Table 1. 

The runs were made to reflect processing that is ex- 
pected to occur during the launch phase of the second 
Mariner Mars 1971 spacecraft. The same real-time input 
was assumed for all runs to provide a common basic 
activity for purposes of comparison. The first Mariner 
Mars 1971 spacecraft was assumed to have been launched 
successfully and was in cruise. The mission support sys- 
tem was assumed to have been running prior to the time 
period simulated. 

In addition, Pioneers 6 through 9 were assumed to be 
operational. Tracking data from two of these spacecraft 
were received, processed and displayed by the 360/75. 

‘Model assumes 2314’s are 1’s. 
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Table 2 lists the real-time input data streams received 
at the 360/75 in the SFQF. All data were processed ex- 
cept duplicate engineering streams for the Mariner Mars 
spacecraft. data blocks. 

231. The objective of this change was to evaluate a pos- 
sible method of alleviating the disk I/Q problem noted 
in Run 1 and reduce the backlog of in-core, telemetry 

In addition to the processing of the real-time data 
shown in Table 2, the command subsystem was exer- 
cised to transmit standards and limits and station config- 
uration data, The command subsystem was also used to 
transmit and enable a command card file using the input 
messages (MEDs) listed in Table 3. 

During the five minutes simulated, telemetry data for 
the second Mariner Mars 1971 spacecraft were being re- 
called from the system data record (SDR), processed, and 
displayed on digital TV at a rate of one subframe every 
10 sec. 

Run 3 has same script as for Run 1. The model was 
modified, relative to the Run 1 configuration, by moving 
all data tables of the near-real-time processors, including 
COMGEN from the MSA3A2, MSC3A2 and MSD3A2 
disk packs to an empty disk pack. This pack was assigned 
in the model to disk drive 131. The objective of this run 
was to evaluate a second method of alleviating the disk 
I/O problem noted in Run 1 and also reduce the back- 
log of in-core telemetry data blocks. 

The results of the three runs are summarized in 
Tables 6, 7, and 8. Each of the snap intervals represents 
one minute of simulated real-time. 

After min Of the monitor subsystem 
executed two raw data dumps of six blocks each on the 
1443 printer. 

Manual input message requests, using the DTV format 
request boxes, were simulated at the rate of one request 
per minute. 

Table 4 lists the displays that were initialized during 
each run. 

The 2314 disk packs were configured in the model 
according to the physical assignments made for the 
Mariner Mars 1971 Mission Operations test of March 17, 
1971. The contents of the data sets on the disk packs in 
the model (Table 5) were similar to those in the JPL 
mission support software system, Model 2, Version 26.3. 

s 

Four minutes of real-time operation were simulated 
during Run 1 and 5 min during Runs 2 and 3. Statistics 
were printed after each 1-min SNAP interval. 

Run 1 has normal processing of real-time data and the 
execution of COMGEN in the environment described in 
Section IV. 

Run 2 has same script as for Run 1. The model itself 
was modified by moving the telemetry subsystem data 
tables (including the master data record) from the 
MSA3A2 and MSD3A2 mission disk packs to an empty 
pack. This pack was assigned in the model to disk drive 

Run 1 results are shown in Table 6. CPU utilization 
averaged slightly above 40%, leaving 60% of the time 
available for additional processing. The total amount of 
main memory available, with purging, varied between 
134,000 and 174,000 bytes, while between 251,000 and 
268,000 bytes of large capacity storage (LCS) were 
available. Disk drive 137 (MSD3A2) was heavily used. 
Excessively long delays for I/O caused ever increasing 
backlogs of telemetry input data because the telemetry 
processor required many data table accesses. Core lock- 
out would soon occur. 

Run 2 results are shown in Table 7. More was accom- 
plished by COMGEN during this run than during Run P. 
In Run 1, execution of the editor function was not com- 
pleted. In Run 2, execution of the editor function was 
completed and the simulator function began execution. 
Had the newly created disk pack been placed on chan- 
nel 1 of the 2860-2, rather than channel 2, a slightly 
better performance might have been realized. 

CPU utilization increased due to the greater execution 
of COMGEN. However, during the last four minutes of 
the run, approximately 54% of the time the CPU was 
av-ailable for additional processing. 

The total amount of main memory available, with purg- 
ing, varied between 160,000 and 198,000 bytes, while be- 
tween 131,000 and 268,000 bytes of LCS were available. 



Task response times for the telemetry subsystem im- 
proved by a factor of better than 2:l. In addition, there 
was no backlog of in-core, telemetry data blocks. 

Run 3 results are shown in Table 8. Slightly better 
performance by COMGEN, based on the increased num- 
ber of data table accesses, was noted in comparison to 
the results achieved in Run 2. 

CPU utilization increased slightly over the entire run. 
During the last four minutes of the run, approximately 
50% of the time the CPU was available for additional 
processing. 

The total amount of main memory available, with purg- 
ing, varied between 148,000 and 194,000 bytes, while the 
amount of LCS available was the same as for Run 2. 

Task response times for the telemetry subsystem im- 
proved slightly over Run 2. There was no backlog of in- 
core telemetry datablocks during Run 3. 

As shown in the results from Run 1, problems can arise 
when attempting to operate under a normal situation. 
Runs 2 and 3 were made to evaluate possible means of 
alleviating the problem. Either of these alternate data 
table allocations were shown to improve system perfor- 
mance and prevent data backlog because of heavy 
disk I/O: 

(1) Move all telemetry data tables to an unused disk 
pack. 

(2) Move all data tables used by near-real-time pro- 
cessors to an unused disk pack. 

With the addition of more processing and the running 
of Mission Operation System (MOS), near-real-time pro- 
grams during the orbital phase of the Mariner Mars 1971 
mission, additional system problems may be encoun- 
tered. Heavy usage of main core, LCS and disk 1/0 
activity occurred during the launch phase simulation 
runs. Increased usage of these resources can be expected 
during the heavy activity, orbital phase. 

1. 

The present version of the SFOF Mark IIIA model is 
being expanded to include those capabilities that will be 
implemented to support the orbital phase of the Mariner 
Mars 1971 dual spacecraft mission. 

A series of runs will be made with the model subjected 
to loading conditions that will occur during the orbital 
phase. 

Based upon the results of these runs, recommendations 
that could improve system performance and overall op- 
erating efficiency will be made. 

1. Simon, H. S., “SFOF Mark IIIA Central Processing System Model Develop- 
ment,” in The Deep Space Netuork, Technical Report 32-1526, Vol. I, pp. 95- 
102. Jet Propulsion Laboratory, Pasadena, Calif., Feb. 15, 1971. 

Referring to “SFOF Mark IIIA Central Processing System Model Develop- 
ment” by H. s. Simon in Technical Report 32-1526, Vol. I, Feb. 15, 1971, on p. 97; 
Table,l, col. 1, entry 5 should read “Supervisor/MVT service, %” instead of 
“Supervisor/mission and test video service, % .” 
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Subsystem 

MED 

1. Master control (MC) 
Main storage management 
Large capacity storage (LCS) management 
Routing 
Task management 
Contents control (with purge) 
Data table access method 
1/0 control 
Real-time access methods (RTAM) 
Logging 

JPL Mods to Houston’s real-time 
operating system (RTOS) 
Data accountability system (DAS) 
Master data record access method (MDRAM) 
Real-time access of tape (RTTAPE) 
Card subroutine (RTCARD) 
Fortran RTAM 
Fortran 1/0 (real-time) 

2. User interface (UI) 
Formatted output 
Unformatted output 
2260 User station input 
Comm processor and high-speed data output 

3. Tracking data subsystem 
Input processor (TYDIP) 
Output processor (TYDOP) 
Pseudo residuals 
Master file program (MFP) 

4. Telemetry data subsystem 
Mariner Mars 1971 engineering 

telemetry processor 

5. Command data subsystem 
Command transmission and verification 

6. Monitor and operations control data subsystem 
Accumulation and display of DSIF, GCF, 

Transmission of tracking predicts 
Transmission of DSN sequence of events 

and SFOF data 

7. Near-real-time processors” 
Tracking predicts generator 
COMGEN 
Sequence of events generator 

Function 

“Operate under the real-time iob step. 

Calibration data, 
% of capability 

SGS - 
100 
10 

100 
100 
100 
100 
40 
90 

100 

10 
100 
80 
0 

100 
100 

35 
5% 
90 
30 

70 
100 

0 
80 

100 

75 

70 

10 
10 

50  
10 
0 

Manual 

100 
100 
100 
100 
100 
100 
100 
100 
100 

100 
100 
100 
100 
100 
100 

100 
1 00 
100 
100 

75 
75 
75 
75 

50 

100 

90 

25 
25 

75 
25 
0 

input data 

Engineering telemetry 

Engineering telemetry 

Engineering telemetry 

Tracking 

Tracking 

Tracking 

Tracking 

Tracking 

DSN performance/status 

DSN performance/ttatus 

DSN performance/status 

DSN summary 

DSN summary 

DSN summary 

GCF monitor block 

Via 

HSDL 

HSDL 

HSDL 

CP 

CP 

CP 

CP 

CP 

HSDL 

HSDL 

HSDL 

HSDL 

HSDL 

HSDL 

CP 
- 

HSDL = High-speed data line. 

CP = Communications processor. 

Rate 

33% bps 

33% bps 

33% bpa 

1 sample/lO sec 

1 sample/JO sec 

1 sample/min 

1 sample/min 

1 sample/min 

1 block /5 sec 

1 block 1 5  sec 

1 block /5 sec 

1 block/30 sec 

1 block/30 sec 

1 blcck/30sec 

1 block/20 sec 

Spacecraft 

Mariner ‘7 1 P 

Mariner ‘71 9 

Mariner ‘71 E 

Mariner ‘71 P 

Mariner ‘71 E 

Mariner ’71 B 

Pioneer 

Pioneer 

- 
tatior 

1 

2 

4 

1 

2 

4 

5 

6 

1 

2 

4 

1 

2 

4 

- 

Connect to command 

Set up HSD block header 

Connect to card file 

Start sending out file 

Enable block just sent out 



nitiallize Y= 

Disk pack 

Subsystem 

Command 

ContenPs 2314 Disk drive 

Tracking 

RTOS A 

MS03A2 

MSD3A2 

MSA3A2 

MSC3A2 

Telemetry 

System functions 

Mission data sets 

Mission data sets 

Mission data sets 

Mission data sets 

Monitor and operations 
control 

DTV 

DTV 

1443 

T N  

TTY 

DTV 

TTY 

1443 

DTV 

DTV = digital N. 
T N  = printer driven by the comm processor 

using data received from the 360/75. 

Yumbar of displays acliva 

6 Channels 

2 Channels 

4 Devices 

1 For each station (404) 

1 For alarms (490) 

32 Channels 

22 Devices 

8 Devices 

20 Channels 

130 

133 

137 

230 

236 

CPU utilization 
Applications 
Operating system overhead 

1/0 Utilization 
Channel 1 

Disk drive 137 
Disk drive 230 

Seek time 
Disk drive 137 
Disk drive 230 

Main core usage 
Available without purge 
Available with purge 
Number of purges 

large capacity storage (LCS) used 

Task queues 
Master data record write 

Number 
Average time 

Data table 1/0 
Number 
Average time 

Data table availability 
Number 
Average time 

Real-time 1/0 
Number 
Average time 

Core 
Number 
Average time 

Digital TV (DTV) 
DTV operating system core 
buffers used (of 30 available) 

Task response times 
Tracking subsystem 
Telemetry subsystem 
M&OC subsystem 

Command transmission response time 

Backlogged telemetry 
Input data block 

40% 
19% 
21% 

18% 
84% 
28% 

70 ms 

23 ms 

16K 
174K 

9 
1780K 

11 
379 ms 

91 1 
126 ms 

31 
296 ms 

52 
34 ms 

0 
- 

23 

332 mr 
1686 ms 
196 ms 

- 

9 

)NAP2 

38% 
18% 
20% 

17% 
86% 
19% 

79 ms 
19 mr 

4K 
170K 

14 
1780K 

10 
501 ms 

826 
139 ma 

34 
266 ms 

50 
18 ms 

0 
- 

21 

311 m! 
811 ms 

159 ms 

- 

17 

,NAP3 

42% 
1% 
23% 

17% 
85% 
22% 

76 mr 
21 mr 

2K 
146K 

14 
1795K 

13 
398 ma 

841 
134 m! 

31 
295 mr 

55 
139 ma 

0 
- 

22 

280 mi 
906 m: 
195 mi 

337 m! 

23 

41% 
18% 
22% 

18% 
87% 
20% 

76 m! 
19 m! 

OK 
134K 

24 
1797K 

11 
427 m! 

853 
138 m! 

30 
217 m! 

58 
52 m! 

4 
107 m! 

22 

329 m 
882 mc 

204 m! 

930 m 

29 

K = 1000 8-bit bytes. 
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CPU utilization 
Applications 
Operating system overhead 

I/O Utilization 
Channel 1 

Channel 2 
Disk drive 137 

Disk drive 230 
Disk drive 231 

Seek time 
Disk drive 137 
Disk drive 230 
Disk drive 231 

Main core usage 
Available without purge 
Available with purge 
Number of purges 

Large capacity storage (LCS) 
used 

Task queues 

Master data record write 
Number 
Average time 

Data table 1/0 
Number 
Average time 

Data table availability 
Number 
Average time 

Real-time 1/0 
Number 
Average time 

Core 
Number 
Average time 

Digital TV (DN)  
DTV operating system core 
buffers used (30 available) 

Task response times 
Tracking subsystem 
Telemetry subsystem 
M&OC subsystem 

Command transmission 
response time 

SNAP1 

57% 
27% 
29% 

- 

39% 
45% 
30% 
17% 
48% 

2 ms 
18 ms 
43 ins 

20K 
198K 
11 

17801 

11 
151 ms 

2183 
34 ms 

19 
95 ms 

41 
17 ms 

0 
- 

23 

262 ms 
613 ms 
189 ms 

- 

NAP: 

45% 
20% 
24% 

- 

11% 
14% 
42 % 
54% 
46% 

4 ms 
19 i n s  

45 ms 

121 
1901 
10 

18981 

10 
82 ms 

1629 
62 mi 

26 
19 m! 

52 
50 m! 

0 
- 

23 

io6 m 

114 m 
!42 mc 

- 

NAP2 

47% 
20% 
27% 

- 

2% 
2% 

42% 
70% 
48% 

15 ms 
24 ms 
45 ms 

301 
164K 
15 

19131 

9 
98 ms 

1496 
79 m! 

22 
150 ms 

51 
206 m! 

0 - 

23 

617 m 

398 m! 
279 m 

250 m! 

NAP, 

45% 
19% 
26% 

- 

2% 
3% 

43% 
69% 
48% 

16 m! 

22 m 
46 m! 

61 
1601 
16 

19151 

7 
10 m 

1553 
75 m 

16 
183 m 

56 
66 m 

0 
- 

21 

579 m 

793 m 
264 m 

154 n 

- 
46% 
1 9% 
26% 

1% 
2% 

43% 
68% 
48% 

21 ms 
22 ms 
45 ms 

6K 
170K 
20 

1917K 

10 
96 ms 

1552 
73 ms 

17 
I71 ms 

53 
46 ms 

0 
- 

22 

503 m! 

175 m! 
236 mr 

315 m! 

CPU Utilization 
Applications 
Operating system overhead 

1/0 Utilization 
Channel 1 

Disk drive 131 
Disk drive 137 

Disk drive 230 
Channel 2 

Seek time 
Disk drive 131 
Disk drive 137 
Disk drive 230 

Main core usage 
Available without purge 
Available with purge 
Number of purges 

Large capacity storage (LCS) 
used 

Task queues 

Master data record write 
Number 
Average time 

Data table 1/0 
Number 
Average time 

Data table availability 
Number 
Average time 

Real-time 1/0 
Number 
Average time 

Core 
Number 
Average time 

Digital TV (DTV) 
DTV operating system core 
buffers used (30 available) 

Task response times 
Tracking subsystem 
Telemetry subsystem 
MLOC subsystem 

Command transmission 
response time 

SNAP 

57% 
26% 
30% 

- 

48% 
36% 
31% 
18% 
33% 

0 ms 

29 ms 

26 ms 

121 
176N 
10 

178OK 

9 
'13 ms 

2090 
36 ins 

18 
97 ms 

42 
18 ms 

0 
- 

24 

345 ma 
562 m! 
198 m! 

- 
- 

See Table 9 for a definition of terms. 

NAP: 

49% 
21% 
28% 

- 

56% 
44% 
30% 
18% 
25% 

0 ins 
29 ms 

14 ms 

16K 
194U 

6 

I898K 

10 
24 ms 

2467 
32 ms 

23 
36 ms 

51 
49 ms 

0 
- 

25 

61 mr 
58 m! 
76 mr 

- 
- 

NAP: 

51% 
21% 
30% 

- 

60% 
48% 
32% 
11% 
27% 

0 mt 

$2 mr 
27 m 

12k 
1821 
14 

9131 

9 
)8 ms 

1649 
30 m! 

25 
72 m! 

55 
45 m 

0 - 

23 

34 m 

09 m 
96 m 

78 m - 

NAP4 

50% 
20% 
29% 

- 

62% 
49% 
30% 
11% 
21% 

0 ms 

29 ma 
18 m! 

6m 
148K 
19 

191% 

10 
25 mr 

2714 
27 mr 

27 
16 m! 

46 
12 m! 

0 
- 

26 

!19 m 
i95 m 
!50 m 

508 m - 

NAP5 

50% 
21% 
29% 

- 

60% 
47% 
31% 
10% 
21% 

0 ms 
31 ms 
20 ms 

20K 
168K 
16 

1917K 

10 
182 ms 

2624 
28 ms 

24 
108 ms 

47 
81 m! 

0 
- 

26 

218 m 
605 m 
194 m 

449 m - 



CPU Utilization 

Applications 

Operating system 
overhead 

1/0 Utilization 

Channel utilization 

Device utilization 

Main core 

Available without 

purge 

Available with 

purge 

Purges 

large capacity storage 
(LCS) used 

Task queues 
Number 

Average time 

Digital TV (DTV) 
DTV operating system 
core buffers used 

Task response times 

Backlog 

Command transmission 
response time 

Percentage of the snap time the 360/75 
CPU was in  use, i.e., not idle or waiting. 

Percentage of the snap time the CPU was 
in  use by a user program. 

Percentage of  the snap time the processor 
was in  use by the operating system servic- 
ing user requests, or  interrupts. 

Percentage of the snap time the channel 
was busy. For the disk channels, the chan- 
ne! is  not made busy by seek operations. 

Percentage of the snap time the device 
was busy. 

The minimum amount of core not allo- 
cated during the snap interval. This value 
may be increased by a successful purge. 

The minimum amount of  core not allocated 
plus the amount of core allocated to load 
modules not in  use. This represents the 
amount of core actually available. 

The number of  times during the snap, 
purge attempts were made to free unused 
load modules to satisfy a GETMAIN re- 
quest. 

The maximum amount of LCS used during 
the snap. 

The total number of times all tasks were 
placed in  a wait state for the reason indi- 
cated. 

The average time in milliseconds that tasks 
were in  a wait state for the reason indi- 
cated. 

Maximum number of core buffers required 
to be used by the DTV operating system. 

The average time all tasks in the indi- 
cated category require to process a real- 
time queue element, i.e., from the time 
the RTQEL i s  activated to the final EXIT 
under the task. 

The number of unprocessed RTQEL’s at 
the end of the snap. 

Average time from the initiation of the 
input message request to the transmission 
of the data block over the outbound high- 
speed data line. 
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E. F. Bird 
SFOF/GCF Developmenf Secfion 

The newly constructed Systems Development Laboratory (SDL) at the Jet 
Propulsion Laboratory will serve as an extension of the Space Flight Operations 
Facility (SFOF). The Pioneer Project will utilize the SDL for conducting the 
operations of the Pioneer F and G missions. The Ground Communications Facility 
(GCF) provides intercommunication between the SDL and the SFOF. One of 
the communication media is television. This article defines the requirements 
and the resulting design of the GCF Television Assembly in the SDL. 

A new building is being constructed at the Jet 
Propulsion Laboratory which will serve as an extensibn 
of the Space Flight Operations Facility (SFOF). It is 
known as the Systems Development Laboratory (SDL) 
and it will be utilized by the Pioneer Project for missions 
I= and G. As the SDL is a part of the Deep Space 
Network (DSN), it is the responsibility of the Ground 
Communications Facility (GCF) to provide for intercom- 
munication capabilities between the SFOF and SDL. 
The Television Assembly (TVSA) to be installed in the 
SDL is a part of the Wideband System and is considered 
a constituent of the SFOF Internal Communications 
Subsystem (SICS). (See Ref. I.) This article defines the 
requirements and the resulting design of the GCF TVSA 
in the SDL. 

gair 

The TVSA in the SDL makes available, to specified 
users in the SDE, television presentations that originate 
in the SFOF. Some TV monitors will display predeter- 

mined (hardwire-interconnected) channels while others 
will be programmed (keyboard-switched) by the indi- 
vidual users. 

Figure 1 is a functional block diagram of the SDL 
TVSA. A number of factors were considered in the 
design and the following technical decisions were made. 

e 

The SDL TVSA will interface the SFOF TVSA (and 
become a part of SICS) via balanced shielded video 
pairs. This type of transmission is selected in order to 
minimize noise and hum pickup along the path over 
which the cable must run and reduce the effect of 
ground potential differences between buildings. 

The SDL TVSA will receive its master sync signal 
from the SFOF TVSA. The composite sync signal will be 
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added to the video signal after it has emerged from the 
switcher and is enroute to a monitor. This will be done 
in a distribution amplifier. 

er of 

The SDL TVSA will have an input capacity of 40 
video channels. All of these channels will originate in 
the SFOF. 

All of the monitors with fixed presentations will have 
58.4-cm (23-inch) screens. There will be 18 of this type. 
The monitors with switchable presentations will have 
either 22.9- or 35.6-cm (9- or 14-inch) screens. They will 
number 44 and 11, respectively. 

witc 

The switcher is that part of the TVSA which responds 
to the user push-buttons by routing selected video sig- 
nals to the appropriate monitors. This one will be 
equipped to switch a matrix size of 5 X 20, meaning 
that switchable monitors will be grouped in fives to 
select from the same set of 20 possible video channels. 

The cost factor is an inseparable part of all the above 
considerations. The more important decisions relating to 
cost reduction are those of (1) allowing video to be trans- 
mitted in one direction (SFOF to SDL) only, and (2) re- 
stricting the selection capacity of the switchable monitors 
to 20 channels. These decisions relate directly to syn- 
chronization (Item B) and matrix capacity (Item E), 
respectively. The equipment to be used in implementing 
the SDL TVSA will match (as closely as is practicable) 
the constituent equipment of the SFOF TVSA. This re- 
duces spares requirements, personnel training, documen- 
tation, etc. 

The capability for meeting Pioneer television display 
requirements will be provided in the SDL. The SDL 
TVSA is capable of being expanded to meet more de- 
manding requirements of future DSN missions (e.g., pro- 
cessing of SDL-originated video signals, increased matrix 
size, and bidirectional video transmission between the 
SFOF and SDL). Fabrication of the SDL TVSA, as de- 
scribed herein, is now underway. 

1. Ranselman, R., “Wideband Digital Data System Terminal Configuration,” in 
The Deep Space Network, Space Prograins Summary 37-66, Vol. 11, pp. 107- 
110. Jet Propulsion Laboratory, Pasadena, Calif., Nov. 30, 1970. 
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D. Nightingale and 1. P. McClure 
SFOFIGCF Developmenf Section 

The Ground Communications Facility substantially upgraded the High-speed 
System and implemented a new Wideband System for more comprehensive opera- 
tional data transfers. Extensive tests were conducted prior to  turning these systems 
over to operations personnel for integration into the Deep Space Network (DSN). 
This article summarizes the purpose and results of these tests, with the final obiec- 
tive of full committed support of Mariner Mars 1971 flight operations. 

ntr 
The functional design requirements established by the 

Deep Space Network (DSN) for the necessary capabili- 
ties to support the Mariner Mars 1971 flight operations 
included specific items pertaining to the communications 
services from the tracking stations and the operations 
and data processing areas at JPL. Much of the required 
capability existed, yet much had yet to be engineered, 
installed, and operationally verified. (See Refs. 1, 2, 3, 
and 4.) 

During 1970, the Ground Communications Facility 
(GCF) concentrated on two major changes to the Facility: 
(1) the conversion of the High-speed Data System from 
2400- to 4800-bps operation, and (2) the implementation 
of a Wideband System 50-kbps digital transmission capa- 
bility. These developments have been completed and 
tested on a system basis. 

The system tests were conducted to verify that the sys- 
tem operated properly and that it met the functional 
requirements which it was designed to satisfy. These 
tests also validated the design and exercised the proposed 

operational procedures. Though the system tests mea- 
sured the overall bit error rates, detailed error statistics 
tests are being conducted and will be reported in future 
articles. 

ee 

The upgraded high-speed data capability provides a 
single-channel full-duplex 4800-bps terminal at each 
Deep Space Station (DSS) and the Compatibility Test 
Area (CTA 21), as well as 3 channels in the Simulation 
Center (SIIMCEN) and 6 channels in the SFOF Com- 
munications Terminal. Each DSS is connected to the 
Space Flight Operations Facility (SFOF) via transmis- 
sion paths consisting of discrete links between major 
NASCOM switching centers and the end link to the DSS. 
At each NASCOM center, full-duplex regeneration capa- 
bility is provided. 

In every case, tests were conducted between each DSS 
and the SFOF, the test series being extended when 
anomalies were encountered. The stations were tested in 
the following chronological order, beginning in October 
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1970: DSSs 12, 41, 51, 62, 71, CTA 21, SIMCEN, and 
DSSs 14 and 11. DSSs 42 and 61 will be tested in April 
1971. 

It was originally intended to use a special test program 
which would exercise the interfaces between the GCF 
and Deep Space Instrumentation Facility (DSIF) and 
between the GCF and SFOF in addition to providing 
performance data on all installed equipment and opera- 
tional circuits. However, unforeseen delays in the test 
program development and debug, as well as the avail- 
ability of necessary machine time, required an alternative 
test sequence to be developed and used. This enabled all 
GCF equipment, procedures, and circuits to be checked 
out up to the DSIF interface. A separate test series vali- 
dated the interface at the SFOF. 

A number of discrepancies were discovered and recti- 
fied before acceptable all-around performance was ob- 
tained. Among the most notable of the discrepancies 
were: 

(1) A severe impulse noise cross talk into Australian 
circuits between DSS 41 and Canberra Switching 
Center causing high error rates. This was subse- 
quently cleared by the common carrier, after being 
found to be in Woomera Village. High-level dial- 
ing pulses were the prime cause of the problem. 

(2) Early high error rate from DSS 51 due to lack 
of regeneration equipment at Ascension was im- 
proved into acceptable limits after regeneration 
became operational. 

(3) Line level problems at Madrid Switching Center 
and DSS 62 delayed final acceptable test. 

(4) In-house equipment installation delays at DSS 71 
caused schedule slippage. 

ther minor hardware discrepancies were also revealed 
at various locations and certain items of test equipment 
were found to be inadequate for the required tests. All 
such items were restored to a full operational condition. 

The operational activation and use procedures were 
adjusted as a result of this test series and all personnel 
training was determined to have been sufficient. 

Generally speaking, better than 99% of all transmitted 
data blocks (each block is 1200 bits) were received with- 
out error. 

The new wideband data capability provides 50-kbps 
terminal equipment at four locations: the SFOF, the 
Simulation Center, CTA 21, and DSS 14. Transmission 
paths connect each of the outlying locations to the SFOF. 

Five tests were conducted, one for each of the func- 

(1) CTA 21 to SFOF. 

(2) Simulation Center to SFOF. 

(3) Simulation Center to CTA 21. 

(4) DSS 14 to SFOF. 

(5) Simulation Center to DSS 14. 

tional paths: 

These tests were conducted in November and December 
1970 in accordance with a sequence-of-events. The tests 
exercised the end-to-end system between the GCF inter- 
face points. The tests did not exercise the DSIF nor the 
SFOFs interfacing equipment, since the other sides of 
these interfaces were not yet complete or were not yet 
cabled to the interface point. All GCF-furnished cables 
were tested to the distant connector. 

The test results were satisfactory, though some minor 
discrepancies were revealed. Some jack panels were not 
labeled and one reversed connector shell was found. An 
ancillary test function would not operate properly, and 
an output converter was found to be inoperable. Some 
other minor hardware difficulties were revealed. The tests 
disclosed that several of the operating procedures were 
not appropriate. Training was also found to be inadequate 
in some cases. 

The error rate tests showed a bit error rate of 7 X lo-? 
for five tests totaling 14.4 hours. During three of the tests 
between CTA 21, the Simulation Center, and the SFOF, 
no errors were detected during 6.8 hours of activity. In a 
separate 6.5-hour test from DSS 14 to the SFOF, 99.97% 
of the 1200-bit blocks were received error-free. 

All equipment discrepancies were cleared subsequent 
to the tests, and additional training was given. In order to 
provide familiarity with the equipment and the proce- 
dures, the DSS 14SFOF circuit activation procedure was 
repeated weekly. 

The High-speed and Wideband System tests detected 
some equipment problems, revealed inadequacies in the 
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proposed operating procedures, and produced accurate 
data on gross error rates. These tests were of direct and 
substantial benefit to the GCF. Similar tests will be con- 
ducted on future GCF system developments; however, 
such future tests will be designed to more fully exercise 

the interfaces in order to detect this type of problem at 
an earlier stage. 

The 4800-bps and 50-kbps capabilities are now in the 
DSN’s operational inventory. 

1. McClure, J. P., “Ground Communications Facility Functional Design for 1971- 
1972,” in The Deep Space Network, Space Programs Summary 37-66, Vol. 11, 
pp. 99-102. Jet Propulsion Laboratory, Pasadena, Calif., Nov. 30,1970. 

2. Nightingale, D., “High-speed System Design Mark IIIA,” in The Deep Space 
Network, Space Programs Summary 37-66, Vol. 11, pp. 103-105. Jet Propulsion 
Laboratory, Pasadena, Calif., Nov. 30, 1970. 

3. Evans, R. H., “High-speed Data Block Demultiplexer,” in The Deep Space Net- 
work, Space Programs Summary 37-66, Vol. 11, pp. 105-106. Jet Propulsion Lab- 
oratory, Pasadena, Calif., Nov. 30, 1970. 

4. Hanselman, R., “Wideband Digital Data System Terminal Configuration,” in 
The Deep Space Network, Space Programs Summary 37-66, Vol. 11, pp. 107-110. 
Jet Propulsion Laboratory, Pasadena, Calif., Nov. 30,1970. 



H. Phillips 
DSlF Engineering Section 

Maintenance of oil temperature, as a means of viscosity control, is an essential 
requirement for the 64-m antenna hydrostatic bearing. Operational experience 
with the heat exchanger used for cooling the oil showed that it was not function- 
ing adequately or in accordance with the design, and a resultant study showed a 
probable internal structural failure. A new heat exchanger was designed, with JPL 
assistance on the structural problem, and is now operating satisfactorily. 

The entire rotating weight of the 64-m antenna 
[approximately 2.5 X lo6 kg (5.5 X lo6 lb)] is carried on a 
pressurized hydrostatic bearing. In this bearing a fixed 
flow of pressurized oil is forced through the sills between 
three pads, which support the rotating weight, and the 
bearing runner, mounted on the concrete pedestal. The 
pressure required to force the fluid through the sill also 
acts upward to support the load on the pads. The height of 
the oil film between the pads and the runner is a function 
of the oil viscosity, and hence of the oil temperature. In 
operation this film height is critical, and a close control 
of the oil temperature is required. The oil is supplied by 
a system of precharge and high-pressure pumps (Fig. l), 
and since no external work is accomplished by the pres- 
surized oil, the entire motor output must be dissipated as 
heat. The heat loss rate, based on actual operating pres- 
sures, is approximately 105 kW (361,200 Btu/h) with one 
precharge pump operating and 117 kW (401,400 Btu/h) 

with both precharge pumps operating. Loss through the 
reservoir walls is negligible. Loss through the runner into 
the pedestal concrete varies with the season, with a mini- 
mum of 39 kW (132,600 Btu/h) total, assuming a diurnal 
average temperature of 27OC (80OF) and an oiI tempera- 
ture of 31OC (88OF). Hence, the heat exchanger must dis- 
sipate from 66 to 78 kW (228,600 to 268,800 Btu/h). 

XC er 

The basic relationship giving the capacity of a heat 
exchanger is 

q = F 0 A 0 U Tins (1) 

where q is the heat dissipation in watts; F is a factor de- 
pending on the heat exchanger configuration and the 
operating temperatures; A is the heat exchanger area; and 
U is an overall heat transfer coefficient dependent on the 
heat exchanger design, the Aow rates of the oil and cool- 



ant, and on the viscosity of the oil and coolant. Tlnl is the 
log mean temperature difference given by the equation 

where ea is the temperature difference between the inlet 
oil and its surrounding coolant, and O b  between the outlet 
oil and its surrounding coolant. 

For the hydrostatic bearing system the oil flow and 
specific heat are constant. Equation (1) can then be 
rewritten 

At is the oil temperature change, Q is the oil flow, and S 
is the specific heat of the oil. 

The quantity Q 4 S / ( F  0 A e U )  is then an operational 
parameter by which the heat exchanger performance can 
be evaluated, based on measurements of oil and coolant 
temperatures. The water flow rate must be assumed con- 
stant, or measured, and the oil temperature, and hence its 
viscosity, must be within a reasonable range for meaning- 
ful results. 

The original heat exchanger at DSS 14 was designed 
for oil with a viscosity of 116 m2/s (525 SSU) and to dissi- 
pate 75 kW (267,000 Btu/h) with oil inlet and outlet tem- 
peratures of 41.5 and 38.5OC (107 and 101OF) and coolant 
temperatures 34.9OC (95OF) in and 36.5OC (97.8OF) out. 
This gives an operating parameter as outlined above of 
0.50. Trouble was experienced maintaining the oil tem- 
perature during the summer, and investigation found that: 
(1) a modulating valve for the water flow, controlled by 
oil temperature, always operated in the full open posi- 
tion; (2) the pressure drop across the heat exchanger on 
the oil side had dropped from a calculated 34.4 N/cm2 to 
17.2 N/cm2 (50 psi to 25 psi); and (3) the operating param- 
eter was about 0.90 rather than the 0.50 designed, imply- 
ing loss of heat transfer ability. Since the unit could not be 
readily disassembled for inspection, the manufacturer's 
drawings were obtained and a stress analysis made on the 
structural elements. 

The heat exchanger is a 2-4 type, as shown in Fig. 2, 
with 2 shell passes for the oil and 4 tube passes for cool- 

ant. The oil inlets and outlets are on opposite sides of the 
same end of the heat exchanger so that at that end the full 
pressure drop across the oil side of the unit was carried 
by the baffle. The baffle was 3.2-mm (0.125-in.) carbon 
steel with a yield strength of approximately 344 N/mm2 
(50,000 psi) while the bending stresses due to the pres- 
sure difference, carried over the 46-cm (18-in.) span, was 
5350 N/mm2 (776,000 psi). It was clear that some sort of 
failure had occurred permitting the oil to pass around 
or through the baffle, reducing both the pressure drop 
between oil inlet and outlet, and the effective area of 
heat transfer. 

I 
A review was made of the actual antenna operating 

conditions and a new heat exchanger was purchased to 
meet the following requirements: 

Cooling 11.4 dm3/s (180 gpm) of oil having a vis- 
cosity of 176 X m2/s (800 SSU) from 42 to 
37.7OC (108 to 100°F), using a coolant flowing up 
to 18.9 dm3/s (300 gpm) and 34.9OC (95OF) at the 
inlet. 

Cooling 22.7 dm3/s (360 gpm) of oil having a vis- 
cosity of 176 X m2/s (800 SSU) from 41 to 39OC 
(106 to 102OF) with the same coolant flow. 

Pass 22.7 dm3/s (360 gpm) of oil having a viscosity 
of 198 X m2/s (900 SSU) with a pressure loss 
not to exceed 55.2 N/cm2 (80 psi). 

Have identical piping connections to those on the 
original heat exchanger. 

These specifications reflected the actual operating condi- 
tions, using a higher viscosity oil than originally speci- 
fied, providing for operation with two precharge pumps 
(critical mission configuration) without excessive pressure 
drop, and permitting a quick change over from the orig- 
inal unit. 

The heat transfer design of the new heat exchanger 
was carried out by the manufacturer and checked by JPL. 
It was a straightforward design using finned tubes and a 
slightly longer shell to meet the heat transfer and flow 
requirements. The manufacturer encountered a problem 
in the structural design, however, because of the pressure 
drop across the baffle which had been the problem in the 
initial design. The solution to this problem was suggested 
by JPL and consisted of using a 22-mm (0.875-in.)-thick 
plate of a material having a yield stress of 414 N/mm2 



(60,000 psi) and an allowable working stress under the 
Unfired Pressure Vessel Code of 104 N/mm2 (15,000 psi). 
In order to minimize bending moments carried into the 
pressure shell, the baffle was simply supported at the pres- 
sure shell walls in a channel section welded into the wall 
as shown on Fig. 3. The groove along the edge of the 
baffle plate assures that the load will be carried into the 
wall at the minimum distance from the shell plate neu- 
tral axis, minimizing bending moment. This arrangement 

also permits removaI of the baHe and tube bundle for 
inspection. 

The new heat exchanger has been installed and is 
operating satisfactorily. Pressure and temperature taps 
were added to the oil and coolant piping, and platinum 
wire thermometers have been installed. These provide 
the measurement accuracy necessary to maintain proper 
monitoring of the unit. 
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R. Weber 
DSlF Engineering Section 

A plan was proposed in mid-1971 wherein unique Deep Space Network (DSN) 
equipment would be installed in the 26-m antenna Manned Space Flight Network 
( M S F N )  operations control room and integrated to function with pre-existing 
MSFN equipment. This effort was initiated at the Pioneer Deep Space Station 
(DSS 11) site in November 1970 and shortly thereafter at the two overseas sites. 
This plan allows the 26-m antenna DSN tracking capability to exist at these sites 
while the 64-m antenna is in the process of being built and integrated into the 
original 26-m antenna DSN control r o w .  

The details of the integration efforts at the DSS 11 prototype station are out- 
lined, and significant accomplishments and milestones are indicated. The equip- 
ment layout in the operations control room is illustrated and the unique operational 
and electrical interfaces between the DSN equipment and the MSFN equipment 
are described. 

During the period from 1966 through mid-1971 the 
Apollo mission to the moon has been supported by a three- 
site dual-station S-band 26-m tracking network. Each site 
consisted of a 26-m X-Y antenna operated by the Goddard 
Space Flight Center and a 26-m HA-dec antenna shared 
with the Jet Propulsion Laboratory but utilizing a com- 
pletely separate control room for Apollo manned missions. 

With the approval of the construction of the two over- 
seas 64-m DSN antennas to be built by the Jet Propulsion 
Laboratory and dedicated to the DSN, it was realized that 
the need for additional control room facilities and equip- 
ment would add a considerable financial burden to the 

stringent budget. This is a consequence of the require- 
ment for simultaneous operation of the 26-m system and 
the 64-m system at the 64-m antenna sites. As a conse- 
quence, a plan was proposed in mid-1970 wherein the 
unique DSN equipment would be installed in the 26-m 
MSFN operations control room and integrated to function 
with the preexisting MSFN equipment where this equip- 
ment is similar to the DSN equipment. This effort was 
initiated at the DSS 11 site in November 1970 and shortly 
thereafter at the two overseas sites, DSS 42 and DSS 61. 
This plan has the added dividends of allowing the DSN 
to have 26-m antenna tracking capability at these sites 
while the 64-m overseas antennas are being constructed 



and are being interfaced with new equipment in the 
original 26-m antenna DSN control room and furnishing 
the original 26-m DSN receiver to the 64-m antenna 
stations. 

The Apollo wing 26-m joint MSFN/DSN sites, which 
include DSS 11, DSS 42, and DSS 61, operate with three 
categories of equipment as follows: (a) DSN and MSFN 
common equipment, (b) MSFN equipment equivalent to 
DSN equipment and (c) unique MSFN equipment. 

The shared-equipment includes the 26-m cassegrain an- 
tenna and feed, the servo hydraulics and antenna drive 
system, the dual S-band masers, preamplifiers and control 
racks, the dual 20 kW S-band transmitter power ampli- 
fiers, control racks and power supplies (one of which is 
used in the DSN configuration), the site primary power 
and the 30-m collimation tower. Refer to Fig. 1 for a typi- 
cal ApoZZo wing operations room layout. 

The DSN equipment that has been replaced with 
equivalent MSFN equipment includes the servo elec- 
tronics, the antenna pointing subsystem (APS) replaced 
with the antenna position programmer (APP), the tracking 
data handling subsystem (TDH) replaced with the track- 
ing data processor (TDP), the frequency and timing sub- 
system (FTS) supplemented by the timing system (TMG), 
and the analog instrumentation system (AIS) recording 
replaced with the MSFN recording system and the S-band 
receiver-exciter subsystem (RCV) replaced by a dual 
S-band receiver-exciter system. In addition, the MSFN 
communications room teletype interfaces and control 
have been replaced by the DSN communications room 
equipment. However, the MSFN high speed data (HSD), 
the wing-to-prime site microwave link facilities, and the 
112A MSFN station intercommunications system will be 
maintained in a separate MSFN communications room. 

The unique MSFN equipments, located in the Apollo 
wing, include the verification receiver, the subcarrier oscil- 
lators (SCOs) housed in the collimation control rack, the 
incoming and outgoing data patching and multiplexing 
racks to interface with the wing-to-prime site microwave 
link. The MSFN collimation tower transponders and re- 
lated equipment in the control room rack, the 1218 Univac 
computer for processing predicts which will be replaced 
by the DSN antenna pointing subsystem (APS), a Loran 
receiver for timing purposes and the wing-to-prime site 
microwave link and high-speed data (HSD) equipment 
referenced above. 

The concept applied to the MSFN-DSN integration 
program is that of using the existing equivalent MSFN 

equipment wherever possible, with particular emphasis 
on the MSFN receiver-exciter, and establishing DSN 
functions and interfaces in the simplest manner possible. 
The resulting effort shall not degrade either the ApoZZo 
station performance or the DSN station performance; 
however, certain operational procedures and functions 
may be simplified or deleted where they do not directly 
affect the quality of the data to be acquired. 

The integrated stations will perform all the Apollo re- 
quirements with the original MSFN equipment, with the 
exception of the DSN antenna pointing subsystem (APS) 
and the DSN simulation conversion assembly (SCA) units 
which will process antenna-pointing predict information 
in place of the 1218 Univac computer. A minor concession 
to the integrated configuration is the elimination of the 
seldom used on-line processing of the 29-point predict 
message and electrically driving the APP and the antenna 
directly from the computer. The processing of a drive tape 
and reloading it in the APP unit electrically or mechan- 
ically in the torn-tape mode is required in the integrated 
station (Fig. 2). 

The DSN operation of the integrated stations will func- 
tion very similarly to that of a normal MM’71 backup 
station. The first wing receiver will be interfaced with the 
subcarrier demodulator assembly (SDA) and command 
modulator assembly (CMA) units via new distribution 
amplifiers and a new exciter modulation mode-select unit 
in the exciter modulator system, respectively. The DSN 
loop bandwidth will be electrically selected when the 
DSN VCOs are installed. The Apollo-peculiar wide-band 
modifications will be installed in the second wing receiver 
in May 1971 and will not affect the DSN receiver configur- 
ation or performance. Two channels of telemetry will be 
provided by the SDAs, the symbol synchronizer assem- 
blies (SSAs) and the dual telemetry and command proces- 
sor (TCP). Two channels of command will be provided 
by two CMAs. A single 20-kW S-band transmitter will be 
available for DSN transmissions. The frequency and tim- 
ing signals will be provided by the DSN frequency and 
timing subsystem (FTS). The exception will be the 5-MHz 
signals required by the SDAs which must be coherent 
with the receiver and will be provided by the MSFN tim- 
ing subsystem. 

The DSN FTS clock and the MSFN TMG clock will be 
compared and the DSN clock will be updated to provide 
the required 50 ps tracking tolerance. The DIS function 
at the integrated station will be provided by the 7-rack 
DIS-I which will provide monitor data to SFQF via HSD 
lines; however, station observation of monitor data will 



require a backfeed mode from the SFOF wherein data is 
processed at the SFOF and fed to the station via the HSD 
line. The tracking data sent to SFOF in the DSN mode 
will originate in the MSFN TDP unit. 

The HSD line output of the TDP will be sent to the 
SCA HSD receive-register for processing and changing 
into the DSN format by the SCA and APS computer. This 
processed data will then be transmitted from a HSD cou- 
pler in the APS to the SFOF via DSN HSD lines. The only 
teletype backup available will be the output of the TDP 
in MSFN format which is acceptable to DSN. The 
APS antenna pointing options will be reduced due to the 
computing load placed upon the 8-K word memory and 
software of the XDS-910; however, no compromise in 
data acquisition quality is expected. The 29-point DSN 
acquisition message may be received at the APS on either 
the HSD line or via teletype and the related “torn-tape” 
mode. The APS will be capable of producing an off-line 
drive tape from the 29-point acquisition message. This 
tape may then be used to drive the antenna by loading it 
into the APP unit and driving with one point per ten 
seconds. 

The alternative mode is also available wherein the 
29-point acquisition message may be processed by the APS 
and the result stored for subsequent electrical readout to 
the APP at a one-point-per-second rate. This “direct elec- 
trical drive” mode will, however, have to be interrupted 
in the event of being compelled to receive and process a 
new acquisition message from either the HSD input or 
the teletype torn-tape input. The previously cut drive tape 
must then be relied upon for antenna pointing, or auto- 
track or aided-track substituted, when this situation is 
presented during antenna pointing operations. The plane- 
tary mode and the injection-conditions mode will not be 
available due to the lack of APS/XDS-910 computer 
capacity. 

In addition to the above integrated station features, the 
teletype functions of the DSN and MSFN communica- 
tions rooms have been combined in the DSN communi- 
cations room. Administrative traffic on GSFC collectives 
will be routed at the source through JPL NASCOM cir- 
cuits. The special predict-message circuit and the prime- 
to-wing teletype circuit will be available on the station 
communications control group (SCCG) in the DSN com- 
munications room. 

The program implementation began at the prototype 
DSS 11 station in November 1970. The period of time, 
prior to Apollo 14 operations in mid-January 1971, was 

confined to moving the MSFN equipment to a more 
space-efficient location and moving the DSN microwave 
and transmitter racks into the new control room. In addi- 
tion, the DSN recording racks, analog racks, the telemetry 
and command data handling subsystem (TCD), the patch- 
rack, a single SDA, SSA, and CMA rack, and the Alpha 
portion of the TCP telemetry processor, complete with a 
half patch-rack and a half communications buffer rack, 
were moved into the new integrated control room. Follow- 
ing the conclusion of the Apollo 14 operations, the FTS-I 
and DIS-I (digital instrumentation system used for record- 
ing and displaying station parameters) systems were 
moved in place and were subsequently upgraded and 
tested in the new station configuration. The DSN modules 
and modifications to the &st MSFN receiver were installed 
with JPL and GSFC participating at the site. The original 
MSFN communications room was enlarged and the two 
data multiplexing racks, used to interface the sending and 
receiving of inter-site microwave information with the 
receiver and exciter, were removed from the control room 
to the MSFN communications room. In addition, a new 
DSN rack was installed to house the additional television 
equipment required when the surveillance TV and antenna 
fence alarm system was integrated into the MSFN servo 
system. The DSN system monitor console (SMC) was re- 
duced to three half-height racks and installed in the con- 
trol room. It is presently being repackaged to house the 
DIS TV alarm display, the CMA status panel, the new 
tactical intercommunications station and other necessary 
station monitor indicators. Later, the three APS racks and 
the two racks of SCA equipment were installed and tested. 
The layout of the completed DSS 11 integrated station 
control room is shown in Fig. 3. 

All presently installed DSN subsystems have been 
tested and are operating nominally. The system interface 
tests have begun and are expected to be completed after 
the arrival of the TCP Beta racks, the second SDA, SSA 
and CMA racks, and the receiver test rack which will 
replace the present RCV/1929 test rack. This event will 
be followed by DSN antenna-pointing software, tracking 
data software and monitor software testing with Ground 
Communication Facility (GCF) and Space Flight Opera- 
tions Facility (SFOF) participation. The new APP-APS 
and the new APS-SCA-TDP hardware interfaces will be 
implemented at DSS 11 starting in May 1971. The APP- 
APS hardware interface for antenna pointing will be 
completed by the end of June 1971, in time for demonstra- 
tion purposes during the Apollo 15 mission. However, the 
hardware and software implementation of the DSN APS- 
SCA-TDP tracking data system will not be completed 
until the end of August 1971. 



Concurrent with the implementation program, an 
Apollo operator training program is being conducted at 
DSS 11 during the month of April and half of May. This 
effort will provide Apollo mission operator certification in 
antenna servo, receiver-exciter, ranging, timing, tracking 
data processor (TDP), antenna position programmer 
(APP), 1218 Univac computer (used for ApoZZo 15 only), 
112A intercommunications system, teletype, 205 and 203 
high-speed data modems, and documentation procedures. 
In addition to the 4 to 6 wk of classroom instruction in the 
above subjects, several weeks will be scheduled for 
hands-on training and simulations. Finally, an aircraft 

simulation fly-by will be scheduled for the first week of 
June as a final exercise before mission readiness testing. 

The two overseas stations, DSSs 42 and 61, are presently 
undergoing integration installation and testing patterned 
after the prototype effort at DSS 11. These stations will be 
available to support the Apollo 15 mission in July in the 
original MSFN configuration using the 1218 Univac com- 
puter. All three stations will be available to support 
Pioneer F and other DSN missions after September 15, 
1971. 

8 3  
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R. Sniffin 
DSlF Engineering Section 

As a cost-effective and time-e ffective approach to spacecraft compatibility 
testing, a microwave link between the Jet Propulsion Laboratory and TRW, 
Inc., has been installed, and the performance of this link has been evaluated 
experimentally, 

. I  
The Deep Space Network requires that all spacecraft 

which are to be tracked by its stations receive a com- 
patibility test prior to launch. Two facilities are main- 
tained for this purpose. One of these, DSS 71, is located 
at Cape Kennedy and is used for pre-launch checkout of 
the spacecraft. The second facility, CTA 21, is located at 
the Jet Propulsion Laboratory in Pasadena, California 
and is used for engineering checkout of spacecraft and 
spacecraft subsystems before shipment to the launch 
facility. 

The Pioneers F and G spacecraft scheduled for launch 
in March of 1972 and April of 1973 are being designed 
and constructed for the Ames Research Center by TRW 
Systems Division of Wedondo Beach, California. As a 
practical alternative to requiring the Pioneer Project to 
supply a spacecraft to the DSN for testing at GTA 21, it 
was decided to conduct as many tests as possible using 

a microwave link between CTA 21 and TRW. The re- 
maining tests would either be performed at CTA 21 on 
spacecraft subsystems or at DSS 71 on the flight space- 
craft. The decision as to which tests could be conducted 
via the microwave link would be based on the perfor- 
mance of the link. 

I 
The Jet Propulsion Laboratory lies against the foothills 

of the San Gabriel Mountains 39 km north, northeast of 
TRW. Between the two facilities are a group of low 
mountains called the San Rafael Hills. These hills pre- 
clude any single-hop microwave link. It is also doubtful 
that a single-hop link would be successful due to the low 
grazing angle of the beam with the terrain and the re- 
sulting interference from man-made structures. It is 
therefore both necessary and desirable to use a passive 
repeater located on an intervening terrain peak. There 



are three peaks in the San Rafael Hills from which line- 
of-sight transmission to both JPL and TRW are possible. 
One of these, however, was eliminated due to a JPL 
building which partially blocks the path from the JPL 
microwave relay antenna complex. The choice between 
the remaining two peaks was made on the basis of the 
ease with which a permit for use of the land could be 
obtained and the ease with which the antennas could 
be installed. 

The selected location was on an abandoned fire look- 
out tower owned by the County of Los Angeles. Figure 1 
shows the terrain profile along the two portions of the 
link. A helicopter survey was also made to ensure that 
no man-made obstructions were present. The line be- 
tween the terrain and the line-of-sight path represents 
the boundary of the first Fresnel zone. This zone is nor- 
mally considered to be the region which must be free of 
obstructions in order to have free-space propagation con- 
ditions apply. Since a considerable amount of terrain lies 
within the first Fresnel zone, no attempt was made to 
calculate the effect of this terrain on the performance 
of the link. 

In order to determine the adequacy of the proposed 
link hardware, a power study was performed based on 
free-space propagation conditions. Since these conditions 
are not realized, the predicted link loss only represents 
an engineering approximation. Table 1 summarizes the 
items in terms of their contribution to the total link loss. 

essri 

The completed microwave link was tested over a 24-h 
period extending from 04:02 GMT on February 20, 1971 

to 04:02 GMT on February 21, 1971. A modified 
Mariner C flight transponder was used to simulate the 
spacecraft at the TRW end of the link. Analog (strip- 
chart) recordings of received signal amplitude and phase 
at CTA 21 were generated. In addition the receiver auto- 
matic gain control voltage was sampled at 0.125-s inter- 
vals and recorded on digital tape for later data reduction. 

a Link 
Seventeen hours of signal amplitude data were re- 

duced by an XDS-920 computer. The remaining 7 h 
could not be reduced by this technique because of tape 
changes falling within the hour and a partial failure of 
the transponder. Figure 2 shows the distribution of sig- 
nal amplitudes (histogram) with the mean and standard 
deviation of the signal level for each of the seventeen 
hours which were reduced. Three hours of data were 
converted to the frequency domain by use of the Cooley- 
Tukey Fast Fourier Transform. The resultant power 
spectrums are shown in Fig. 3. 

A study of the analog recording of received signal 
phase showed a diurnal phase change of 158 deg at the 
received frequency. The phase jitter was less than 5 deg. 

The S-band microwave link established between JPL 
and TRW is usable for large signal testing of the 
Pioneer F and Pioneer G telecommunications subsystem. 
The amplitude stability of the link is nominally k1.3 dB. 

The signal amplitude stability degrades during the 
afternoon hours with the largest variations being ob- 
served near local sunset. All sidebands caused by vary- 
ing link amplitude are at least 30 dB below the carrier 
level. The phase stability of the two-way link is also 
acceptable for such testing. 
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Item 

Cable loss (CTA 21 to antenna) 

Antenna gain (1 .8-m antenna) 

Propagation loss (3.7 km at 2295 MHz) 

Antenna gain (1.8-m antenna) 

Cable loss (10.5-m type T-214) 

Antenna gain (1.8-m antenna) 

Propagation loss (35.7 km at 2295 MHz) 

Antenna gain (1.8-m antenna) 

Cable loss (to measurement point) 

Total microwave link loss 

Loss contribution, 
dB 

- 5.0 

+ 30.0 

-111.1 

4-30.0 

- 4.3 

+ 30.0 

-131.7 

+ 30.0 

- 2.6 

- 134.7 
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E. C. Oakley 
R .  F. Systems Development Section 

A SO-ohm digital step attenuator has been developed having 0.2-dB resolution 
and 51-dB maximum loss. This device has been tested from dc to 10 M H z ,  where a 
+-S-degree maximum differential phase shift was measured. Preliminary tests 
indicate that the attenuator may operate satisfactorily at frequencies as high as 
100 M H z .  N o  signal discontinuity occurs during switching, and positive confirma- 
tion of step activation is provided. The attenuator is constructed on a 14.5 by  
3.2-cm (5.7 by  1.25-in.) double-sided etched circuit card, and occupies a volume 
of less than 74 cm3 (4.5 in.3). 

A computer-controllable attenuator was required to 
control the 10-MHz input signal level to the Mark 111 
Ranging Demodulator Assembly (RDA). The require- 
ments called for %bit resolution (one part in 256) and a 
total available 51-dB attenuation range. This yields a 
least-significant-bit (LSB) weight of 0.2 dB. The atten- 
uator was required to have a 50-ohm characteristic 
impedance, unbalanced to ground. The computer- 
controllable requirement also made positive confirmation 
of step actuation mandatory. Since the RDA is a phase- 
sensitive demodulation system, the attenuator is called 
upon to maintain Iess than +-5 degrees differential phase 
shift over the 51-d 
also desirable to insure that no signal discontinuity 
occurred during step actuation. 

dynamic range at 10 M 

The attenuator design was to be as general purpose 
as possible, and so can accept input from dc to 10 MHz. 
Solid-state switching of the attenuator steps was ruIed out 
because of the dc response requirement, and because of 
the difficulty in isolating the signal from the digital con- 
trols and noise which might be superimposed upon them. 
The switching speed of electromechanical relays is entirely 
adequate for the application, and the low contact resist- 
ance yields a lower pad-out insertion loss at the !%-ohm 
impedance level than can be achieved with solid-state 
switches. 

The digitally controlled step attenuator takes the form 
of a multiplying digital-to-analog converter (MDAC); that 
is, the output signal is the product of the input reference 



signal and the binary control word. As such, severe con- 
straints are imposed if the device is to maintain mono- 
tonicity at both dc and 10 MHz. Resistors employed in 
the attenuator pads are of the metal film type, possessing 
low-temperature coefficient (+5 ppm), having low react- 
ance and small skin-effect factor so that the ratio of dc 
to RF resistance will be low. 

To maintain an overall linearity and accuracy of one- 
half least-significant bit (% LSB), a 20.01-dB, dc accuracy 
per step was imposed. Although &5% resistor tolerance 
would satisfy the kO.01-dB accuracy requirement for the 
0.2-dB step, all k l . O %  resistors were utilized in the 0.2 
through 3.2-dB steps, & O S %  for the 6.4-dB stages, and 
0.1% for the three 8.533-dB stages (of the 25.6-dB step). 
Thus, the worst-case tolerance for the eight steps would 
be +-0.08 dB, which is less than 1/2 LSB. 

The Pi-pad configuration was chosen over the Tee 
because of a much greater ease of mechanical layout. 

Figures 1 and 2 show conventional switching schemes 
for Pi and Tee pads, respectively. Both require an addi- 
tional switch pole for confirmation indication, and both 
open the signal path during switch time-of-flight. Although 
this latter limitation could be removed by using shorting- 
type contacts, this is difficult, at best, to achieve with relays. 

A slight re-configuring of the Pi-pad as shown in Fig. 3 
will remove the signal-loss limitation without the need for 
shorting-type contacts. Due to switch-lead inductance, 
the pad-out phase delay will be greater through the short 
than through the pad for Figs. 1,2, and 3. This is reduced 
somewhat in Fig. 3 by the shunting effect of the pad 
series element. Note in all three of these schemes that, 
during pad-out conditions, the signal must pass through 
two contact resistances in series, which for networks at 
the SO-ohm impedance level will introduce a pad-out 
insertion loss of approximately 0.035 dB, assuming 100 
milliohm contact resistances. 

Figure 4 shows a switched Tee-pad arranged to gain 
the advantages that were gained for the Pi-pad by going 
from Fig. 1 to Fig. 3. Additionally, Fig. 4 has only one 
contact resistance in series with the signal during pad-out 
conditions, thus halving the insertion loss to 0.017 dB. 

Since a double-pole double-throw relay is utilized for 
switching, the circuit of Fig. 4 halves the lead inductance 
in series with the signal during pad-out condition, thus 
reducing the differential delay when the pad is switched 
in. Of the two contacts which have become available, one 

can now be used as a confirmation indicator. This contact 
loses ground when the pad is in, shown CON ‘hot” (the 
complement of CONfirmation). This signal can be invert- 
ed, if necessary, by utilizing a suitable pull-up resistor. 

If a Pi-pad is introduced into the circuit of Fig. 4, all 
the previous advantages are retained, and a new one 
added. The Pi-pad resistors physically group around the 
relay in a two-dimensional circuit plane, rather than the 
three dimensions required for the Tee. 

Referring to Fig. 5, the intrinsic phase delay for the 
pad-in condition is greater (that is, more negative) than 
the pad-out delay, for pad attenuation values less than 
approximately 11.7 dB. These intrinsic delays will add 
algebraically when considering an assembly of cascaded 
attenuation stages. Stages having a design loss greater 
than 11.7 dB will have less (that is, more positive) phase 
shift. These intrinsic delays will not sum algebraically, 
and can exhibit a composite differential phase shift many 
times worse than the sum of the individual delays in a 
multistage assembly. 

It was shown that the phase delay of each pad less than 
11.7 dB could be reduced to zero by capacitive compen- 
sation of the series resistive element of the Pi-pads. Simi- 
larly, the phase advance of the pads larger than 11.7 dB 
could be reduced to zero by capacitive compensation of 
the shunt resistive elements of the Pi-pads. However, the 
residual phase shifts for these compensated larger Pi-pads 
would not sum algebraically. To overcome this problem, 
the larger attenuation steps were broken into smaller 
stages such that no individual stage exceeded 11.7 dB. 

A residual differential phase shift of k0.5-degree maxi- 
mum per stage was realized by use of *5% tolerance, 
~ 5 %  incremental-value fixed capacitors. Thus, the need 
to employ variable trimmer capacitors to achieve the 
ideal zero residual was avoided. 

Figure 6 shows the resultant compensated stage design 
which is typical of the eleven cascaded stages. Six indi- 
vidual stages are for the 0.2-, 0.4-, 0.8-, 1.6-, 3.2-, and 
6.4-dB steps. The 12.8-dB step consists of two 6.4-dB 
stages, while the 25.6-dB step is composed of three 
8.533-dB stages. 

The confirmation signals of the individual stages of 
the 12.8- and 25.6-dB steps are serially ANDed on a 
separate logic board so as to provide only one confirma- 
tion terminal each, for those steps, The serial ANDing 
provides an additional benefit in that large output signal 



excursions will not occur during the switching time for 
the two largest steps. This feature, coupled with the 
no-signal-loss switching scheme, limits the level excursion 
to less than one-third of the most-significant bit, i.e., less 
than 8.533 dB. 

Figure 7 shows the functional layout of the stages, 
which are arranged on a double-sided etched circuit 
board 3.2 cm (1.25 inches) wide by 14.5 cm (5.7 inches) 
long. Each stage is in a keystone-shaped modular form so 
as to group alternately in a space-conserving fashion, 

I 

and to minimize interstage conductor length. The end 
areas are for connector termination. The signal travels 
down the long center axis of the board, and signal- 
carrying conductors assume strip-line dimensions where 
practical, to minimize VSWR. The complete attenuator 
occupies a volume of less than 74 cm3 (4.5 in.”. 

This device has been tested from dc to 10 MHz, where 
a 25-degree maximum phase shift was measured, Pre- 
liminary data indicate that the attenuator may perform 
satisfactorily at frequencies up to 100 MHz. 

13 



0 

I i  
0 

e- 

l - - CON 

--e+ 

INPUT 
CONNECTOR 

+--7 

OUTPUT 
CONNECTOR 

25.6-dB STEP 12.8-dB STEP 

&-A 

14 



C. E. Weir 
R .  F.  Systems Development Section 

Tests were conducted using a rotating antenna on the collimation tower at 
DSS 12 (Echo Deep Space Station) to simulate the rotating Pioneer F spacecraft. 
Specific measurements were taken to determine the degradation in telemetry bit 
error rate and doppler quality as a result of the rotation and misalignment of the 
rotating antenna relative to the receiving antenna. 

The Pioneer F spacecraft will utilize a conical scan 
(CONSCAN) system to allow automatic pointing of its 
antenna at the earth. The spacecraft will rotate contin- 
uously about the roll axis during the mission, and will 
consequently present some characteristics to a ground 
station not seen on previous missions. A rotating antenna 
on the collimation tower at DSS 12 was used to simulate 
the spacecraft so as to allow quantitative measurement 
of the effect of CONSCAN on telemetry bit error rate and 
doppler quality. 

The useful property of a CONSCAN system is produc- 
tion of an AM signal in any direction of observation not 
coincident with the axis of rotation. To do so requires that 
the antenna be offset slightly so that rotation causes the 
line representing the direction of maximum radiation from 

the antenna to describe a right circular cone whose vertex 
is at the antenna and whose apex angle is twice the offset 
angle. At any point on the axis of rotation, also the a x i s  
of the cone, the signal strength remains constant during 
rotation, while in any other direction the signal strength 
will change in a manner which can be predicted by 
analysis of the radiation pattern of the rotating antenna. 
At any off-axis point the observed signal strength will 
be a sinusoid at the rotational frequency, expected to be 
about 4.8 rpm for Pioneer F ,  plus, so long as the observa- 
tion point sees only the main lobe of the radiation pattern 
during one rotation, harmonics of relatively low amplitude. 

The Pioneer F spacecraft, with a CONSCAN antenna 
system whose axis is the rotational axis, will thus see an 

signal derived from the uplink transmission when- 
ever the antenna is not pointed exactly at the earth. 
Upon ground command the spacecraft will be able to 



point itself at the earth by on-board processing of the 
AM waveform to produce signals for the orientation jets. 
Intervals of some days will elapse between such maneuvers 
so that precession of the inertial attitude between space- 
craft and earth will cause an increase in the amplitude 
of the CONSCAN AM signal. Such a variation in received 
signal level at a ground station will affect the data 
quality, in particular that of telemetry bit error rate and 
doppler phase jitter, neither of which is a simple linear 
function of signal strength. The rotating antenna tests 
were undertaken with an idea of measuring such degra- 
dations for different values of received signal strength 
and CONSCAN antenna misalignment. 

Conventional techniques should suffice for counting 
telemetry bit error rates so long as the counting interval 
is long compared to the CONSCAN rotational rate. 
Previously employed tests to measure doppler jitter, 
however, are inappropriate, since they measure only a 
static value and are inapplicable to a situation of varying 
signal strength. In addition, previous doppler tests were 
for zero frequency shift as is normally experienced over 
the path transmitter-collimation tower-receiver, One cir- 
cularly polarized antenna rotating relative to another 
always produces a doppler shift since the polarization 
vector rotates at the carrier frequency plus or minus, 
depending upon the relative sense, the frequency of 
antenna rotation. Doppler count as a function of time 
should therefore be a straight line with slope proportional 
to the rotation rate. It was decided the most meaningful 
analysis of doppler quality would be the standard devia- 
tion between data points and a fit of the data to a 
straight line. 

A four-foot-diameter antenna with circularly polarized 
feed was obtained to serve as the rotating antenna. Using 
the JPL antenna range, the feed was focused by adjusting 
for the narrowest possible main lobe of radiation. Since 
the four-foot antenna corresponds in size to neither of the 
directive antennas that will be on Pioneer F, it is neces- 
sary to scale all parameters. Pioneer F offset of the anten- 
nas is 1 dB, which value is caused by skew of 0.3 times 
the 3-dB beamwidth. The four-foot antenna had an 
S-band beamwidth of nine degrees, requiring offset of 
2.7 degrees. The antenna was bolted to a rotating mount, 
allowing continuous rotation by means of a rotary joint. 
Rotation rate was adjustable. A shim was placed between 
antenna and mount to offset the antenna axis by 2.7 

degrees. Handwheels on the mount permitted motion 
of the rotating antenna in azimuth and elevation. The 
assembly, consisting of antenna plus rotating mount, was 
installed near the top of the DSS 12 collimation tower. 
Cables were run to the room at the base of the tower 
for antenna feed and rotation control. 

The configuration used during the tests is shown in 
Fig. 1. The Pioneer GOE (ground operational equipment) 
was used to simulate the functions of the spacecraft. 
Although the GOE characteristics are more that of 
Pioneers previous to F, they are quite close to those 
desired, besides being all that was available. Two-way 
lock was maintained over the path transmitter-GOE 
transponder-receiver for all data runs. The doppler data 
from the extractor was fed into the TDH and then was 
recorded on magnetic tape at the rate of one sample per 
second by the DIS computer. The tape was later reduced 
by data analysis programs. A test bit stream of coded 
telemetry data was generated by the GOE Data Format 
Generator at the collimation tower and used to modulate 
the transponder transmitter. Modulation index was ad- 
justed for 6.9-dB carrier suppression, the same as expected 
for Pioneer F .  After being received inside the control 
room, the telemetry was demodulated by GOE and com- 
pared by the TCP computer with a locally generated bit 
stream. The TCP counted bit errors and output the 
results on typewriter. The procedure whereby the actual 
data stream was generated twice was necessary since no 
cable line to use as a reference was available between 
collimation tower and control room. 

Receiver AGC voltage as a function of signal strength 
was calibrated at the beginning of each day of the test. 
The rotating antenna was adjusted to produce signals of 
a particular AM characteristic; values of 0, 2, 4, and 6 
dB peak-to-peak were used during the test. These adjust- 
ments were made with the ground transmitter turned off, 
for the safety of the individual on the tower, and were 
done while receiving a strong signal in the station 
receiver. In this manner the received signal could be 
displayed on a chart recorder to aid in adjusting the 
antenna offset to the desired level. After setting the 
antenna misalignment, two-way lock was established and 
the received signal at the transponder attenuated to - 110 
dBm. Maintaining such a strong level should ensure the 
preponderance of the jitter seen to be a product of the 
station receiver and not the transponder. Attenuation was 
inserted in the transponder transmitter to produce the 



desired signal levels at the station receiver. Nominal 
values of - 130, - 140, - 150, and - 160 dBm were used. 
Digital voltmeter AGC readings, which varied at the 
CONSCAN rotational frequency rate, were averaged to 
calculate the mean value at a given attenuator setting. 
Data runs were typically 15 minutes for a particular 
CONSCAN amplitude and received signal level. 

Degradation of doppler quality and of telemetry bit 
error rate in the presence of CONSCAN was noted. That 
is, both quantities were worse with CONSCAN at an 

averaged signal level than at the same signal level in the 
absence of CONSCAN. More quantitative results must 
await further analysis and are not yet available. Two 
interesting factors of importance to operational tracking 
of Pioneer F did appear, however, and will be mentioned 
here. First, the CONSCAN AM can be determined to no 
better than 0.1 dB p-p because of the presence of modu- 
lation at a frequency approximately 72/minute cor- 
responding to the maser cryogenic pump. This is of 
consequence principally when atempting to boresight the 
CONSCAN system. Second, the narrow AGC position of 
the station receiver will not follow variations at the 
CONSCAN rate, and either medium or wide AGC must 
be used with resultant production of noisier data. 
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R. B. Miller 
DSN Engineering and Operations 

The design goal for providing real-time Tracking Data System accountability, 
validation, and selection is described. 

1. source with a minimum of manual intervention. The 
functions described will be part of the Mark III A 360/75 
tracking software subsystem, A principal responsibility of the DSN Tracking System 

Analysis Group (TRXG) is to provide a source of validated 
radiometric data, with all associated information required 
for processing, for both flight projects and nonreal-time 
data users (Ref. 1). This article describes the TRAG de- 
sign goal for providing a complete and validated data 

I[. 

Accountability. Be able to detect outages in real-time 
so that significant outages can be filled prior to comple- 



tion of a current tracking pass. Provide with the data a 
description of the quantity of each data type available. 

Validation. Be able to detect bad or marginal data in 
real time to enable rapid failure isolation. Provide with 
the data a measure of the data quality. 

Selection. Provide a means for a data user to specify 
the time span, data types, sample rate, and minimum 
quality of the data passed to the user. 

The elements of the design are shown in Fig. 1. Prin- 
cipal inputs to the system are the radiometric data itself, 
tracking predictions of the data, and manual tolerances 
and limits. Principal output is a central alarm display and 
summary formats for TRAG personnel, and summary 
and point-by-point information provided with the data 
to the user. 

Two sections of the SFQF tracking software subsystem 
are involved in real time accountability. The first is the 
Teletype Tracking Data Outage Program (TYDQP) which 
can be considered to be part of the teletype tracking 
data input processor (TYDIP). This software element 
computes the sample rate of the incoming data and 
places it on to the system data record (SDR) for each 
point it can be determined. TYDQP will also determine 
gaps in the incoming data and produce a record of all 
outstanding outages which can be displayed on request. 
This outage summary will automatically be updated 
when a data recall fills an outage. Entries in the outage 
summary can also be manually deleted if judged to be 
insignificant. TYDQP will also pass outage and data stop- 
page alarms on to the tracking alarms processor (TAP). 

comparing the incoming metric data with a prediction 
of the data produced automatically by the tracking pre- 
dict subsystem. The name “pseudo” references the fact 
that the residual is computed from an a priori predict 
while a “true” residual is computed from an a posteriori 
fit to the data. The computation starts with a straight 
difference of observed data minus predict. The resulting 
“raw” residual is then detrended and a running noise 
estimate computed on the detrended residual. 

There will be three forms of output from pseudoresid- 
uals: listing and plots, alarms, and a quality indication. 

The listings and plots were the only output of the 
7044 pseudoresidual program. The 360/75 will add addi- 
tionall flexibility in output selection and will make the 
listing or plots available on DTV. The listings can also 
be sent to character printers (teletype machines). 

The alarms will be computed by comparing the raw 
residual, the residual mean, and the computed noise to 
standard or manually entered tolerance limits. Resulting 
alarms will be sent in text form to a character printer 
and to TAP to become part of the summary display. The 
occurrence of an alarm would direct the attention of 
the real-time tracking system analyst to the residual list- 
ing to assist in analyzing the problem. 

The quality indicator is desired as an automatic means 
of labeling obviously bad data and of indicating the 
relative quality of good data compared to some standard. 
A prototype doppler quality indicator proposed for the 
1971 era is shown in Table 1. Referring to the table, 
values from 2 to 7 indicate that a doppler point is a 
blunder point and give its relative size and sign. Values 
from 8 to 15 give the relative quality of the data, based 
on noise, compared to some standard. The comparison 
is the ratio of the calculated estimated noise, based on 
the last 15 detrended residuals including the current 
point, over a predicted nominal noise based on a noise 
model. How useful the 8 through 15 values of the doppler 
quality indicator will be will depend heavily on the noise 
model. The noise model is currently under development 
by DSIF personnel. It will be a function of data sample 
rate, and uplink and downlink signal level. 

The second software element is a portion of the master 
file program (MFP) which computes accountability sta- 
tistics on a data-type basis for each active stream. It 
formats this information as pass summaries included with 
the data on the SDR and will also send this information 
to TAP for a continually updated real-time display of 
the pass status, 

The doppler quality indicator will consist of 16 bits 
accompanying each data point on the system data record 
and project data files. The first four bits will be the value 
of K (Table 1): and the last four bits will be a value 
from Table 1. 
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The principal real-time analytical tool is the pseudo- 
residual program. The pseudoresidual process involves 
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election 

Data selection will take place in a software block 
called the data selector and project file generator which 
is functionally part of the MFP. Currently the only selec- 
tion capability is spacecraft, station, and a time span. It 
is the desire to add selection by sample rate, data type, 
and quality. 

Sample rate selection will involve selecting every nth 
point to arrive at the requested sample rate (the requested 
rate must be lower than or equal to the rate already on 
the SDR). Sample rate selection will also require map- 
ping data condition codes and the quality indications on 
the points in between the selected points. This is so that 

there will not be a loss of information at the selected 
sample rate. 

The quality selection would cause only data above a 
certain Quality Indicator value to be passed on to the 
project data file. 

It is hoped to have the system described imple- 
mented in time to support Mariner Mars 1971 orbital 
operations. This would be with the doppler quality indi- 
cator in a prototype R & D basis. 

1. Heller, J., and Miller, R. B., “DSN Tracking System Operations,” in The 
Deep Space Network, Space Programs Summary 37-65, Vol. 11, pp. 122-125 
Jet Propulsion Laboratory, Pasadena, Calif., Sept. 30, 1970. 
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Value 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

__ - ~ 

Meaning 

Not available 

Receiver or synthesizer out of lock 

3K d e s t  2 R i  

-3K d e a t  2 R i  

2 K  d e s t  2 R i  < 3K d e a r  

- 2 K  d e s t  2 R i  > -3K  d e s t  

K d e s t  2 Rc < 2 K   est 
-K d e s t  2 R i  > - 2 K  @’est 

CO >=2 5.0 
Ne 

5.0 > 2 4.0 
4.0 > 2 3.0 
3.0 > 2 2.0 

2.0 > 2 1.5 

1.5 > 2 1.0 

1.0 > 2 0.5 

0.5 >”-> 0.0 
N. 

K = stored or input constant (usually 3). 

R = difference between ith raw residual and a least squares 

uIest F uesti_l = calculated noise estimate on last N (usually 

uest E (lest. =: calculated noise estimate shifted to include 

fit to the last N (usually 15) raw residuals. 

15) prior to this point. 

current point. 

Ne = predicted noise estimate calculated from a noise model. 
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1. E. Allen 
DSN Engineering and Operafions Section 

This article describes the status of the Deep Space Network Monitor AnulyysiS 
Group and the progress of the monitor system as it relates to its ability to support 
flight proiects utilizing the Mark I l l  software packages and the 360/75 computer. 

1. re2 

System occurring in both the facilities and the operation 
group. These changes have necessitated personnel and 
procedure changes within the Deep Space Network 
Monitor Group at the SFQF. 

There are some major changes within the In assessing the status of the monitor software, “deliv- 
ered” means that the software is operational. There may 
be some minor problems, but it is not a major catas- 
trophe if they are not solved. 

As of April 19, 1971 the status of the software was as The Monitor Croup has taken a positive role in the 
development of the DSN monitor at the SFQF, has shown in Table I. 
become more aware of the monitor system hardware, 
software, and conceptual design, and the system is de- 
veloping into a more meaningful and useful activity. 

In the Monitor software development, there are two 
serious problems. Work-around procedures have been 
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established at this time to accommodate the software 
slippage. 

(1) Ability to produce validated system data record 
(SDR). The workaround is to require that DSIF 
monitor Digital Instrumentation Subsystem (DE) 
log tapes be retained for a p r i d  of not less than 
30 days. These tapes may be mailed to the SFOF 
for analysis and evaluation. 

(2) No computer driven alarm processor. The work- 
around for this is to require that the on-duty mon- 
itor personnel keep a watchful eye on the R/T 
data and to record the data that is questionable, 
out of limit, or missing. This is a long and labori- 
ous process but there is no other way at this time. 

The Monitor group has supported all Mariner Mars 
1971 tests including the DSIF's operation verification 
tests. Monitor personnel have been able to locate poten- 
tial problem areas and to define workaround procedures. 
Supporting the tests has given the group considerable 
insight as to the internal workings of the DSN and 
project. 

The tests, for the most part, have been very good and 
the monitor system has operated well without too many 
problems. The software packages as shown in Table 1 
all have operated as designed. 

Documentation of the internal operating procedures 
has been hampered because the final system has not 
been determined. Consequently the Standard Operating 
Procedures that have been written have been in a con- 
stant state of modification. 

The monitor's digital television formats have worked 
well and it is planned to update digital television formats 
within 2 days as outlined in DSN Monitor Document 
820-4. The only limitation to the 2-day turnaround is 
getting the change into the computer system. The plan 
at this time is to have modifications added to the soft- 
ware on a weekly basis. 

The monitor system, as part of the Network Analysis 
Team, adopted a minimum manning concept on Nov. 1, 

1970. From Nov. 1, 1970 to March 29, 1971, minimum 
manning was provided in the Network Analysis area to 
support the Pioneer and Mariner Mars '69 Projects. 
Mariner Mars 1971 Project tests, facility tests and MOS 
training were supported as required. 

An internal training program was established to familiar- 
ize personnel with the DSN Mark 111 software. Personnel 
developed new operating procedures and assisted in the 
development and testing of the new software packages 
operating in the IBM 360/75 computer. To date the fol- 
lowing have been accomplished: 

(1) Training. Approximately 977 student hours of train- 
ing have been received by 12 monitor personnel. 
This includes a week's trip to the Goldstone DSCC 
for tracking site familiarization. 

(2) Model I1 monitor software was accepted Feb. 12, 
1971. This included the monitor criteria data 
(MCD) processor and raw high-speed data dump 
capability on 1443 line printer. The alarm pro- 
cessor will be implemented in future systems. 

(3) Data tables for the monitor criteria data sets have 
been redefined with realistic modes of operation. 
Some of the existing monitored parameters were 
modified, others were deleted or added. 

(4) An overlay has been designed for use on the high- 
speed data status performance block to assist in 
the identification and decoding of the bits within 
the blocks. 

(5) With the absence of computer driven alarm pro- 
cessors, digital television formats have been de- 
signed to support the real-time monitoring function. 
These formats were designed to easily detect a 
DSN alarm condition. 

(6) A reference library was established for the network 
analysis area consisting of all project documents 
and Standard Operating Procedures. These refer- 
ence materials are being maintained by the data 
records analysts. 

The normal staffing of the Monitor Group contains 
one JPE supervisor and twelve contractors. The organi- 
zation structure is as shown in Fig. 1. 
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Characteristic 

GCF monitor 

SFOF monitor 

DSN monitor 

DSN monitor 

Station monitor console display 
Alarms 
Pseudo-residuals 
Output to DSN monitor 

(simultaneous with receipt 
of high-speed data input) 

Original data record 

Deep space station comm terminal 

SFOF comm terminal monitor 
GCF monitor display 

monitor 

High-speed data configuration 
Voice configuration 
Teletype configuration 
High-speed data and commun- 

ication processor status 

Status displays 
High-speed data input status 
User's terminal and display status 
System status 
lnterface status (communication 

processor, 11 08) 

Monitor criteria data sets 
Monitor criteria data set callup 
Real-time modify 
Retain modification 
Generate alarms on teletype 
Generate alarms on printer 

Interface with facility monitor 
DSlF 
GCF 
SFOF 

Interface with telemetry 
DSlF 
SFOF 

DSlF 
SFOF 

DSlF 
SFOF 

legibility 
Capacity to handle 5 DSS, GCF 

and SFOF Facility monitor 
Initial format assignment 
R/T format change 

Interface with tracking 

Interface with command 

2260 Keyboard or card reader 
Format request box 

Same format, multiple channels 
Distribution to operation control tear 

and neiwork analysis team 

Status 

Delivered 
Delivered 
Future system 
Delivered 

Delivered 

Delivered 

Delivered 

Delivered 
Delivered 
Delivered 
Delivered 

Delivered 
In checkout 
Future system 
Future system 

Delivered 
Delivered 
Delivered 
Future system 
Future system 

Delivered 
Delivered 
Delivered, 

but limited 

Delivered 
Future system 

Delivered 
Future system 

Delivered 
Future system 

Delivered 
Delivered 

Delivered 

Delivered 
Delivered 
Delivered 
Delivered 
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JPL SUPERVISOR 

CONTRACTOR 

A -  L A  1 s E i k Z i O R  i 1 MF:t3uT 1 1 DATARECORDS ! 
ANALYSTS (2) 

8 hr/day 

ANALYSTS* (4) 
ANALYSTS (4) 5-day/wk - 7-day wk - 

24-hr/day 24- hr/da y 
7-d0y/wk - 

THE PRINTOUT ANALYSTS WILL ASSIST THE MONITOR, TRACKING, TELEMETRY 
AND COMMAND SYSTEM ANALYSTS AS REQUIRED 
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J. A. Turner 
SFOF/GCF Operotions Section 

The Space Flight Operations Facility ( S F O F )  Mark U I A  Central Processing 
System has been developed to meet requirements for independent and simulta- 
neous operation of multiple missions flown by an array of increasingly complex 
and sophisticated spacecraft. The Deep Space Network (DSN) Operations and 
Mission Support Areas must all be supported by the same computer system and 
therefore have been equipped with identical user input/output devices. The user 
input/output devices and their capabilities are described with the suggestion that 
operating techniques be developed and adapted to the improved and more inter- 
active input/output capabilities of the new User Terminal and Display Subsystem. 

The SFOF Mark IIIA Central Processing System (CPS) 
was developed at JPL to meet the requirements of the 
DSN and the flight projects it supports. The System 
Functional Design, 360/75 Computer Configuration, User 
Device Switching, and Video Image Display were dis- 
cussed by Willems (Ref, l), Stiver (Ref. 2), Simon (Ref. 3), 
Habbal (Ref. 4), and Diem (Ref. 5). 

The Digital Television Assembly, Video Image Display 
Assembly, Simulation Center, Diagnostics, and High- 
Speed Data Processing were discussed by Singleton 
(Ref. 6), Volkoff (Ref. 7), Polansky (Ref. 8), Wells (Ref. 9), 
Mullen (Ref. lo), and McClure (Ref. 11). 

The User Terminals and Display Devices of the User 
Terminal Display Subsystem (UTDS), represented by the 
column of blocks along the lefthand side of Fig. 1, pro- 

vide the primary interfaces between the user/controllers 
and the DSN Mark 111 Data System and its facilities and 
subsystems. 

Figure 1 is a simplified hardware block diagram of the 
UTDS. The interfaces between its assemblies are shown 
as well as the interfaces with the Scientific Computing 
Facility, and the mission-dependent Mission and Test 
Video Subsystem. By matching the lines along the right- 
hand side with Figs. 2 and 3, the interfaces with the 
Mark I11 CPS can be seen. Figure 4 illustrates the CPS 
interface with the remainder of the DSN Mark I11 Data 
System (GCF and DSIF). Figure 5 illustrates the major 
hardware/software interfaces at the SFOF. 

User terminal and display devices may be divided into 
two categories. The first category includes those devices 
which directly control or are controlled by elements of 
the SFOF CPS. The second category includes user 
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devices located in the user areas but controlled or driven 
by elements of other facilities or systems. 

evices 

This device consists of a 
cathode-ray tube (CRT) output display and may be 
equipped with a manual entry keyboard. When equipped 
with a keyboard, it is designated 2260 WK and when 
without the keyboard as 2260 WO. Both configurations 
are commonly referred to as 2260. Manual entry device 
(MED) requests are entered via the keyboard in fixed 
field format. The entries are displayed, character by 
character, as they are entered via the keyboard. By en- 
tering the @ character at any point in the MED entry, 
a display will appear to provide the options available for 
use in formulating the entry. Administrative messages 
and alarms functionally related to each MED may also 
be displayed. 

The formats are segregated by subsystem and provide 
the capability for performing a comprehensive set of 
functions. The MEDs acceptable from each station are 
controlled by functional commitment. 

The 2260 WO may be provided as an independent dis- 
play device in which case its displays are determined by 
its scheduled allocation as an output display, or it may 
be provided as an adjunct to a 2260 WK, in which case 
its displays are controlled by local MED inputs. 

2501. This device provides for 
rapid input of MED instructions, for input of user data 
in response to program requests and to enter JPL OS/360 
background or job-shop jobs under certain conditions. 

Well-planned use of the 2501 can greatly simplify the 
input/output (I/O) operation. The Simulated Manual 
Input Messages (SMIM) program can, to some extent, 
automate the entry of multiple MED instructions and 
thus reduce the load on the 2260 WK. The use of user 
data decks in response to program requests augments the 
interactivity between the user and the software subsys- 
tems. The JPLOS/360 JOB capability makes the 360/75 
computer available for independent program operation. 

1443. This device is a 240-line 
per minute printer provided as an output medium for 
data from the 360/75 computer. Data may be directed 
to these printers from the user area manual entry de- 
vices or by allocating the device in the Data Processing 
Control Center (DPCC) as an output writer. 

The 1443 is not intended as a bulk printer or logging 
device but as a medium for receiving alarms, status mes- 
sages, administrative messages and reports. It is most 
useful as an adjunct to the digital television display. 

). The format request 
box provides the user with the capability of selecting 
one of a set of fixed formats for display on a designated 
channel of the Digital Television Assembly (DTV). This 
assembly initially provides 60 DTV channels which dis- 
play data processed and formatted by the 360/75. 

The format request is made by entering on six thumb- 
wheels the data ID, format number, and the channel on 
which the display is desired. A momentary contact push- 
button indicator on the box enters the request into the 
system. Its acceptance by the system is acknowledged by 
relighting of the enter button. 

The use of the FRB expands the channel display ca- 
pacity; however, because the DTV channel is available 
to many users, their requirements must be considered 
when changing formats. 

rinters Gould 4800. The DTV 
hard copy printer provides the user with a permanent 
record of the image displayed on the digital television 
monitors. The hardcopy output capability consists of 
six printers, each of which outputs a 20.3- X 15.2-cm 
(8- X 6-in.) printed replica of a selected DTV channel's 
alphanumeric and/or graphic volatile display. Selection 
is accomplished via one of six copy request units, each 
of which can seIect any of the sixty DTV channels for 
printout on that panel's associated printer. Hardcopy 
prints are available in about eleven seconds unless that 
printer is busy servicing prior requests. Requests are 
queued in the 3100 computer, which inhibits updates to 
any DTV channel that has hardcopy requests pending. 
This ensures that the display content at the time of 
selection will not change before a copy is stored in the 
Display Image Buffer (DIB) for subsequent printing. 
The DIB provides simultaneous storage for only one 
printout at each printer. Therefore, multiple requests at 
a single printer will delay channel updates, for a mul- 
tiple of 11 seconds. However, requests from several 
printers can be processed in an overlap mode. 

This capability will be extremely useful for copying 
plots, or graphic displays. The copy is reproducible on 
most copiers and is fully storable itself. The device is 
not useful as a bulk printer but is ideally suited for re- 
cording a significant event for more detailed study by 
recall from system data records. 



The printers will be located in various user and opera- 
tions areas and are user operated with the printer con- 
trols and the DTV copy request unit. 

igital Television Copy 
This device is separately provided to enable channel 
selection for the DTV hard copy printer. It contains one 
12-position and one 10-position thumbwheel and a mo- 
mentary contact push button indicator. The thumb- 
wheels permit 129 channel selections. The request is 
entered into the display computer by pressing the push 
button which extinguishes the ready light. Acceptance of 
the request is acknowledged by relighting of the ready 
light. 

isplays. Time reference displays 
are included in the Mission Display Board (MDB), on 
SFOF Internal Comm Subsystem (SIC), TVSA monitors, 
and as ceiling-mounted readouts in the user areas. 

The MDB timed displays are controlled from the sup- 
port chiefs’ console and may display time referenced to 
significant mission events or to the localities of the Deep 
Space Stations. These time displays are also available on 
TVSA channels for general or local display. 

Event counters driven by the time reference system 
are also available. These displays are ceiling-mounted 
and controllable by the user from console- or desk- 
mounted panels for countup or countdown. 

) Photo Printers. Initially, 
two printers will be provided in the user area in order 
to provide high-quality operational prints of spacecraft- 
acquired image and image-related data and histogram 
plots. Additional printers, up to a total of 32, may be 
added to the assembly as future requirements dictate. 
Each will be a self-service unit capable of printing 
images from any VID display channel. 

The output will be 20.3- X 20.3-cm (8- X 8-in.) semi- 
archival positive opaque prints with a resolution of 
1536 X 1536 elements in 32 discernible shades of gray. 

onitors. High-resolution 
display of the spacecraft pictures on 43.2-cm (17-in.) TV 
monitors will enable the experiment and science teams to 
make real-time decisions based on the spacecraft pictures. 
The high-resolution monitors will display 832 elements 
per line and 800 lines. They will provide 32 discernible 
shades of gray with equal resolution of shades over the 
dynamic range. Six bits per pixel image data will be 

converted to 64-level video to eliminate quantization 
contouring. In addition to the image, a 16-shade refer- 
ence gray-scale will be displayed to the right of the 
image. Geometric error will be held to 2%. Dynamic 
focus and gamma correction will be provided. To pro- 
vide maximum picture definition, digital signals will be 
fed to the monitors; the conversion to analog video will 
be performed at each individual monitor. The VID will be 
capable of updating the entire display in 5 seconds. The 
basic VID assembly will include two high-resolution 
channels with capability for expansion to eight channels. 

rinters- Teletype Corp eletype- 
. These devices are provided in 

two configurations. The normal sets are furnished for the 
receipt and display of message traffic from the NASCOM 
network via the West Coast Switching Center. These 
messages are processed in accordance with NASCOM 
procedures. 

Identical devices are furnished for CPS data printout. 
These machines have an added 36-button selector box 
which enables them to be connected to one of 36 tele- 
type distribution channels, They may also be equipped 
with a different character set depending upon the coding 
of the data to be displayed. 

The CPS data destined for the latter machines is trans- 
ferred by electrical interface to the GCF SFOF Comm 
Terminal Subsystem at the rate of 40.8 kilobits per sec- 
ond for storage until it can be switched by the Communi- 
cations Processor (CP) and transmitted to the teletype- 
writer sets. 

I t  is important to consider the fact that the maximum 
printing speed of the RO sets is 100 words per minute or 
50 data bits per second. This is a ratio of 816:1, which 
limits the rate at which the CP can accept data from the 
CPS for display over a given TTY channel. The switch- 
ing functions in the CP and the carriage returns and line 
feeds performed by the printer subtract further from the 
nominal machine speed of 50 data bits per second. In 
effect, the output rate of the teletypewriter limits the 
output rate of the 360/75 to something less than SO bits 
per second. Any attempt to output data to the teletype- 
writers in excess of these speeds will cause a loss of data 
in the @P due to drum wraparound, a closure of the 
CPS-CP interface, and a resultant backup of data in 
the Computation and Storage Subsystem. 



onitors. Approxi- 
mately 400 television monitors, of various types for 
different purposes, are located throughout the SFQF. 
Operations consoles are equipped with 23- or 36-cm 
(9- or 14-in.) monitors with selector keys that permit the 
user to select available video inputs. Ceiling- and floor- 
mounted, 58-cm (23-in.) monitors are normally patched 
to a single preselected camera. I t  is possible, however, to 
change the camera to which the 58-cm (23-in.) moni- 
tors are patched by making the proper interconnections 
in the centralized control equipment. Free-standing 
monitors, either 43- or 28-cm (17- or 11-in.), are in- 
stalled on tables where close viewing is possible. Selector 
keys are provided for the 43- or 28-cm (17- and 11-in.) 
monitors to permit the user to select available video inputs. 

The television communications equipment (see Fig. 6) 
acquires information for display in the following manner: 

(1) Surveillance television cameras are mounted in 
various parts of the SFOF in such a manner as to 
permit television monitoring of these areas. 

(2) A group of television cameras is mounted in a 
manner that will ‘permit television monitoring of 
both incoming and outgoing teletype traffic. 

(3) Hard copy television cameras are located in vari- 
ous parts of the SFOF and are arranged to permit 
viewing of status boards, chart recorders, time dis- 
plays, and handwritten, typed, or other graphical 
hard copy material. 

(4) Data from non-camera sources such as computers 
are provided as a video signal to a patching assem- 
bly which makes it available to test and monitoring 
equipment, to fixed monitors, and to the solid- 
state video switching assembly, which makes it 
available to users by push-button selection. 

Digital television display is one of the most significant 
additions to the SFQF capabilities. It provides the user 
with real-time dispIay of processed data formatted to his 
specifications and updated nominally every 4 seconds. 
Alarm, range and status indicators can be included. 

Alphanumeric and graphic representation may be used 
separately or in combination to provide a wide variety 
of annotated plots and graphs. 

3. Scientific Computing 
SCF I/O devices perform the same relative functions 
for users of the 1108 computers as the CPS devices do for 
their users. 

The CPS and SCF computers have tape and electrical 
interfaces for the purposes of transferring data and files 
common to programs in both computers. The intercon- 
nection of I/O devices or transfer of display data be- 
tween the two systems is not contemplated. 

vsi 

The Mark IIIA User Terminal and Display Subsystem 
and related user devices provide greatly increased capa- 
bilities for interactive control of data processing functions 
by mission operations and DSN operations controllers. 

For the first time both the users and the controllers 
of the Central Processing System have a direct hands-on 
capability without intervention of operators. The CPS 
systems controllers, DSN operations controllers, and the 
MOS controllers of the various projects use identical I/O 
hardware and operating techniques. 

The common operating techniques combined with the 
JPLOS/MCUI capability of handling mission peculiar 
data as modules of a single system provide a highly ver- 
satile multi-mission capability. 

At this time the system is in full time use, with excep- 
tions, and is in transition from development to opera- 
tional status. I t  is being closely evaluated by the Mariner 
Mars 1971 MOS team, by the Pioneer operations plan- 
ning group, and by the DSN Operations Control Team 
in preparation for support of the Mariner Mars 1971 and 
Pioneer F and G interplanetary flight projects. 

It has already become evident that operating philos- 
ophies and efficiencies can be significantly improved by 
adapting to the improved system capabilities. 
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1. H. Weidner 
Flight Operations and DSN Programming Section 

The Deep Space Network (DSN) video subsystem provides the flight proojects 
at JPL with a real-time and near real-time tonal image (picture) processing and 
display capability. The software of the subsystem controls all components and 
processes the picture data which it receives from the DSN Telemetry System. 
The video sgftware is designed to give the flight projects the capability to auto- 
matically process, display, and record the picture data as they are received from 
the spacecraft. Its design also includes an interactive capability for selective 
picture processing and display. 

As more planetary spacecraft are carrying cameras 
that will record tonal images (pictures), a decision has 
been made to develop a video subsystem in the Space 
Flight Operations Facility (SFOF) to provide real-time 
and near real-time processing and display of the pictures 
that are received from the spacecraft. The video subsys- 
tem is to be an added capability of the SFOF Telemetry 
System. The subsystem that is being developed consists 
of a number of different components. This article will 
describe the software portion of the video subsystem 
which controls the entire subsystem and processes the 
video data for display. 

I 

Figure 1 is a block diagram of the total DSN video 
subsystem. The main components of the subsystem are 

the digital computer and related software, the Video 
Image Display (VID) Assembly (Ref. l), and the inter- 
face with the Mission and Test Video System (film re- 
corders) (Ref. 2). Other elements of the subsystem in- 
clude the following: 

(1) The SFQF Closed Circuit TV Assembly for display 
of the standard resolution images produced by the 
VID. 

(2) The Facility Digital TV Assembly for the display 
of the picture-related data. These data relate to 
the pictures being displayed on the high resolution 
and standard resolution VID subchannels. 

(3) User communication with the DSN video system 
which is provided by the 2260 input/output 
terminals. A set of input commands for this device 
is available to the video subsystem user that will 
allow him to control the video subsystem. 



The video software operates under the control of the 
JPL operating system (JPLOS). This is a specially designed 
and built system for real-time operations at JPL; it is a 
multi-jobbing system, which operates in the IBM 360/75 
computer. The picture data are provided to the video 
software by the spacecraft telemetry processor which 
also resides in the computer. Each line of the picture 
data is encased in a telemetry data frame. The telemetry 
software passes the synchronized telemetry frames (pic- 
ture lines) to the video software where they are collected 
into complete pictures. 

and display the image through the video system in any 
manner he desires. 

Certain minimum enhancement and picture processing 
techniques were also included in the design. These in- 
clude contrast stretch, contouring, and banding. Picture 
enlargement, or zooming, can also be done by the soft- 
ware on user-specified portions of a picture. Picture- 
segment averaging, which will fill in missing sections of a 
picture, is also provided. Other types of picture enhance- 
ment can be provided to meet specific project needs. 

The initial design of the DSN video software was 
pointed toward the Mariner Mars 1971 mission, which 
will send two spacecraft to the vicinity of the planet 
Mars; each spacecraft will carry tonal image cameras. 
The design of the software, however, was kept as mis -  
sion independent as possible so that changes that have 
to be made to it in order to handle the work of future 
missions can be kept to a minimum. Design also included 
the ability to process the data from a number of space- 
craft (at least two) concurrently. 

As the video subsystem is an advanced engineering 
effort, specific users’ requirements were not available. 
Therefore, in designing the operating characteristics of 
the subsystem, it was realized that they must be as flex- 
ible to the prospective users’ needs as possible. The op- 
erating characteristics of the subsystem were therefore 
designed in a way to give the users the greatest amount 
of capability. Operating characteristics include a fully 
automatic mode where the user can initialize the video 
software to process, display, and record the pictures that 
are being received from the spacecraft in real time and 
automatically, according to an initialized format. The 
initialization includes such items as what processing the 
computer is to perform on the pictures, and where and 
how the pictures are to be displayed. The system also 
will provide an interactive mode where the user can re- 
quest special display and processing steps for a specified 
image. The interactive capability will also work in con- 
junction with the System Data Record that is maintained 
by the telemetry software. This record system stores all 
of the telemetry data that have been received from the 
spacecraft since they were launched. The data are stored 
on disk or tape. Through the use of this telemetry soft- 
ware, the video subsystem user can retrieve any picture 
that has been received from a spacecraft. Upon receipt 
of the picture by the video software, the user can process 

The video software is only one of several systems of 
software that reside in the IBM 360/75 computer. The 
system that is closely aligned with the video software is 
the telemetry system. The telemetry software provides the 
picture data to the video software. The data are passed, 
one line at a time, in a standardized format. The format 
is the same whether the data are being received directly 
from a spacecraft in real time or from the System Data 
Record, which is maintained by the telemetry system. 

Figure 2 is a block diagram of the video software. The 
boxes depict program load modules which execute asyn- 
chronously from one another. The solid lines and small 
box depict data that are to be passed between the load 
modules. The broken lines depict a request to execute 
(invoke) the resultant load module. Not shown in the 
block diagram are the system interfaces which are in 
reality very much present, but would not add anything 
to the diagram. 

Upon receipt of each telemetry frame of data (picture 
line) from the telemetry processor, the Video Input Con- 
trol and Processor Module (VICM) will perform the nec- 
essary processing on the picture line, and store it on a 
direct access data set. All lines of the picture (700 in the 
case of the Mariner Mars 1971 spacecraft) are accumu- 
lated in the data set. When a complete picture has been 
received, the VICM will determine whether the picture 
is being received’ directly from the spacecraft in real 
time or has been recalled from the Telemetry System 
Data Record at the request of the system user. In the 
case of real-time data, the module will determine whether 
there is a user-initialized set of automatic processing 
and display requirements for the spacecraft’s pictures. If 
a set of requirements does exist, they will be placed in a 
queue, and a system request is made to invoke the Video 
Output Control Module (VOCM). Pictures recalled from 
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the Telemetry System Data ]Record are stored in a 
uniquely named data set. Upon receipt of the whole pic- 
ture, the user is notified via the IBM 2260 input/output 
(I/O) terminal that the picture is ready for display pro- 
cessing. The user can then use his control messages to 
the 2260 to process and display the recalled picture. The 
recalled picture will remain in its data set until the user 
requests that it be removed. 

Since the real-time data being received from the space- 
craft continues uninterrupted from picture to picture, 
the VICM will store the lines of the following picture 
into another data set using a double buffer approach for 
storage of the pictures received in real time. It requires 
just over 4.5 minutes to receive all of the lines of a pic- 
ture from the spacecraft; therefore, all output processing 
and display of a picture must be carried out within that 
time limit because the data set will again be required to 
store the picture that will be received after the following 
one. 

The VOCM can be invoked by either the VICM (as 
described above) or by the User Input/Output Module. 
Upon execution, it will interrogate the output request 
queue that has been set up for it. The requests are for 
picture output to either the VID equipment or the film 
recorders in the Mission and Test Video System (MTVS). 
The output control module will set up the necessary 
linkages and invoke the appropriate module (see Fig. 2); 
it wilI then continue to operate until all of the display 
requests in the queue have been processed. Simple en- 
hancement transformations which are to be performed 
on every picture element (pixel) of a picture in an iden- 
tical manner are performed in this module. An enhance- 
ment transformation table is produced which is passed 
to the relevant output module for transformation of all 
of the picture elements of the picture. After all display 
requests in the queue have been satisfied, the VQCM 
will terminate. 

The User Input/Qutput Control Module (UIOM) 
allows the video subsystem user to communicate with 
the video subsystem through the I/O terminal. The user 
can input a variety of requests to the video software. 
These requests include the following: 

(1) Request that an image stored in a video data set 
(either a picture received from a spacecraft in real 
time or a picture recalled from the System Data 
Record) be processed and output for display or 
recording on a specified device. 

(2) Change the automatic processing and display re- 
quirements for the pictures being received from 
the spacecraft in real time. 

(3) Recall a picture from the Telemetry System Data 
Record for storage in a video data set. 

(4) Bring the individual display and recording devices 
of the VID on or off line with the computer. 

Other messages for the general housekeeping of the 
video subsystem are also provided to the user. As was 
mentioned above, the UIOM places the display requests 
into the display request queue and requests the system 
to invoke the video Output Control Module. 

The VID Data Formatter Module (VDFM) and the 
MTVS Data Formatter Module (MDFM) are invoked to 
process, format, and output a particular picture. The 
film recorder appears to the MDFM as an individually 
addressable tonal grid containing 10242 elements. The 
picture, histogram (the histograms depict quantity of 
pixels as a function of tonal values), and the gray scales 
are formatted by the software for this grid, and output 
via the system software and the hardware. Related 
alphanumeric data that describe the picture and process- 
ing are placed on the alphanumeric field (29 characters 
by 28 lines) which is adjacent to the grid field. The 
related data include enhancement and any other special 
processing information that the software performed on 
the picture and picture identification data. 

The VDFM formats the pictures for output to the 
Video Image Display Assembly. The problem is consid- 
erably different from that of the film recorder since there 
are a variety of end devices on the VID Assembly, plus 
a disk storage that is capable of storing up to 34 pictures 
and their related data. All pictures that are output to the 
VID Assembly for display and/or printing are stored on 
this disk file. Any picture that is stored on the disk can 
be retrieved, at the request of the software, for display 
or printing. The VDFM provides the VID Assembly with 
the picture’s related alphanumeric data, gray scale data, 
and histograms. All of these data are output onto the 
VID printer; however, only picture data are output to 
the TV subchannels. Data are transferred from the com- 
puter to the VID Assembly in records that contain 16 
picture lines of data. 

The VDFM will also provide the picture-related 
alphanumeric data and histogram data to the digital tele- 
vision system. The data will relate to the pictures that 



are being displayed on the standard-resolution and high- 
resolution television monitors of the VID Assembly. The 
user will, therefore, be able to view the related informa- 
tion of the picture being displayed on the television sub- 
channels. These data include a histogram of the tonal 
image7 enhancement, and any other special processing 
information that the software performed on the picture 
and picture identifying data. 

The DSN video software is designed to provide a ver- 
satile system to the user. It ~u process pictures in real 
time from more than one spacecraft and at the Same 
time allow the user to process and work on selected pic- 
tures in a fully interactive manner. The software formats 
the pictures and related information for display or re- 
cording on a number of different types of qnd devices. 

1. Diem, W., “Video Image Display Assembly,” in The Deep Space Network, 
Space Programs Summary 37-66, Vol. 11, pp. 9496. Jet Propulsion Laboratory, 
Pasadena, Calif., Nov. 30, 1970. 

2. “Mission and Test Video System,” in Fkght Projects, Space Programs Summary 
37-64, Vol. I, pp. 3-7. Jet Propulsion Laboratory, Pasadena, Calif., July 31, 1970. 



IBM 360/75 DIGITAL COMPUTER 

COMPUTER OPERATING SYSTEM: JPLOS 

A 

6 DTV SUBCHANNELS FOR THE 
VIDEO SUBSYSTEM 

I BM 2909 
DATA 
CHANNEL 

WIDEBAND LINE FROM 
DSlF SITE CARRYING 
SPACECRAFT TELEMETRY 
DATA 

SUBCHANNELS USED TO DISPLAY 
RELATED DATA OF PICTURES 
DISPLAYED O N  VID TV SUB- 

VIDEO IMAGE DISPLAY ASSEMBLY 

4-STANDARD-RESOLUTION 
TELEVISION SUBCHANNELS 

2-HIGH-RESOLUTION 
TELEVISION SUBCHANNELS 
(TV MONITORS ARE PART OF 
VID ASSEMBLY) 

PRINTERS 
2-HARD COPY TONAL IMAGE 

I 

MISSION AND TEST VIDEO SYSTEM 

FILM RECORDER No. 1 

FILM RECORDER No. 2 

IBM 2260 

INPUT/OUTPUT TERMINAL 
USER COMMUNICATION 
WITH VIDEO SYSTEM 

# 

CLOSED CIRCUIT N SYSTEM 

DISPLAY MEDIA FOR STANDARD 
RESOLUTION SUBCHANNELS 



DISPLAY REQUEST 

INVOKE OUTPUT CONTROL 
UPON RECEIPT OF COMPLETE 
IMAGE FROM SPACECRAFT IN 
REAL TIME 
s----- -----I- 

CONTROL AND 

INVOKE MTVS DATA I FORMATTER MODULE 

4 32- IB 



F. Menninger 
DSlF Engineering Secfion 

This article describes the improvement in tracking performance of a 26-m 
antenna as a result of changes in the hydraulic circuit of the HA-dec servo sub- 
system. A discussion of previous problem areas and the results of the new modi- 
fication are stated. 

1. 
A servo hydraulic control system is used to control the 

motion of the 26-m HA-dec DSIF antennas. Over the past 
several years improvements have been made in tracking 
performance; however, several persistent problems have 
remained. The most persistent of these has been an ap- 
parent "hitching" of the drive motor. This article describes 
a change which will substantially reduce this effect. 

All of the improvements to date have been in the area 
of the control room electronics. However, modifying the 
electronics alone yielded only partial results. As servo loop 
gain was increased the gearing backlash became the 
limiting factor. Therefore attention was directed to the 
antenna-mounted components. 

The drive system for the antenna consists of two sepa- 
rate gear reducers for each axis. This provides two-point 
drive on each of the bull gears. The two-point drive was 
utilized to reduce the bull gear load during extreme wind 
loading condition, in addition it affords a means for pro- 
viding an anti-backlash gearing arrangement for servo 
drive. 

When the antenna system was first designed, an attempt 
was made to operate with one gear box driving and one 

gear box restraining. This is similar to the series arrange- 
ment. However the overall system gain was reduced by a 
factor of two, so this arrangement was dropped for a 
more suitable arrangement. The current hydraulic circuit 
is shown in Fig. 1. The subsystem is basically a velocity 
control system with rate feedback used to close the veloc- 
ity loop. 

Anti-backlash is achieved by driving one hydraulic 
motor at full load line pressure and the other at a pres- 
sure which is reduced by means of a counter balance 
valve. The motors are geared together and therefore, in 
theory at least, are operating at the same speed. Because of 
the reduced pressure across one motor, at light to moder- 
ate loads it will be operating as a pump and provide a 
torque to eliminate gear backlash. 

I!. 
The problem with the present arrangement is that it 

does not perform well at low speed. The counter balance 
valves require a minimum flow to develop the reduced 
pressure. At low velocities the motor flow is less than the 
required minimum and the drive motors will begin to 
alternately run across the backlash region. This effect is 
commonly called hitching. 
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The minimum flow through the counter balance valve 
is particularly a problem at zero antenna velocity. Under 
these conditions the only flow is the leakage to drain 
through the motor cases. This case leakage tends to vary 
widely from site to site and causes severe hitching prob- 
lems at some sites. 

The hitching problem has two principal effects. The 
first is a visual feedback to the operator who observes an 
unsteady motion and under extreme conditions an increase 
in the servo tracking error. The second effect is that the 
rate loop gain is limited by the nonlinear backlash charac- 
teristics at low speed. In order to maintain stability the 
loop gain is so low that the tracking error is increased and 
the position loop bandwidth limited. 

In order to eliminate the hitching, a means for provid- 
ing a small constant flow across the counter balance valve 
is required. Fig. 2 shows the addition of two pressure 
compensated flow control valves, located between each of 
the driving motors and their counter balance valve and 
case drain. This provides a constant flow through the 
counter balance valve to drain. The flow required to 
assure proper operation of the counter balance valve was 
found to be approximately 0.1 gal/min. 

A prototype installation was made at DSS 11 to prove 
the validity of the scheme. With the flow control valves 
blocked out of the circuit, the counter torque pressure 
was adjusted to 20.7 N/cm2 AP. Smooth manual velocity 
runs were attempted at the lowest possible antenna rates. 
Data printouts were made of each run and the antenna 
rate varied from 0.0004 to 0.0020 deg/s. A visual observa- 
tion on the antenna revealed that during these runs the 
drive motors would stop and start alternately as they ran 
across the backlash. This produces the hitching motion. 

The flow control valves were then inserted into the 
hydraulic circuit and the test repeated. Under the same 
type of electronic control a somewhat lower rate was 
obtained of approximately 0.001 deg/s but the variation 
in rate was only -t-O.OOOl deg/s as compared with the 
previous test of +0.0008 deg/s. In addition the visual 
observation indicated that both motors were running con- 
stantly and smoothly together. 

Several operational commitments have been satisfied by 
DSS 11 with the prototype installation. Operational per- 
sonnel have stated the antenna tracking performance to 
be significantly improved as a result of this modification. 

A permanent installation for all DSIF sites is currently 
in process for this modification. 
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